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ABOUT A METHOD OF RESEARCH OF THE
NON-LOCAL PROBLEM FOR THE LOADED MIXED

TYPE EQUATION IN DOUBLE-CONNECTED
DOMAIN
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In the present paper an existence and uniqueness of solution of the non-local
boundary value problem for the loaded elliptic-hyperbolic type equation on the third
order in double-connected domain was investigated. The uniqueness of solution was
proved by the extremum principle for the mixed type equations, and existence was
proved by the method of integral equations.
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Introduction

We shall notice that with intensive research on problem of optimal control of
the agroeconomical system, regulating the level of ground waters and soil moisture,
it has become necessary to investigate a new class of equations called "LOADED
EQUATIONS". Such equations were investigated in first in the works by N.N. Nazarov
and N.Kochin, but they didn’t use the term "LOADED EQUATIONS". For the first time,
the most general definition of the LOADED EQUATIONS was given and various loaded
equations were classified in detail by A.M. Nakhushev [1].

Let’s notice that non-local problems for the loaded elliptic-hyperbolic type equations
in double-connected domains have not been investigated. In the given paper, uniqueness
of solution of the non-local boundary value problem for the loaded elliptic-hyperbolic
type equation in double-connected domain was proved, and the method of the solvability
of the investigated problem was presented.

Abdullayev Odidjon Khayrullaevich – Ph.D. (Phys. & Math.) Associate Professor Dept. of Differential
equations of the National University of Uzbekistan named after Ulugbek, Uzbekistan.
©Abdullayev O.Kh., 2014.
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The statement of the Problem

Let’s consider the equation

uxx + sgn(xy)uyy +ℜ(x,y) = 0 (1)

in double-connected domain of Ω, bounded with to(two) lines:

σ1 : x2 + y2 = 1 ; σ2 : x2 + y2 = q2; atx > 0, y > 0;

σ
∗
1 : x2 + y2 = 1 ; σ

∗
2 : x2 + y2 = q2, atx < 0, y < 0;

and characteristics:

A jA∗j : x− y = (−1) j+1; B jB∗j : x− y = (−1) j−1 ·q, ( j = 1,2)

at x · y < 0, of the equations (1), where A1 (1;0), A2 (0;1), A∗1 (0;−1), A∗2 (−1;0), B1 (q;0),
B2 (0;q), B∗1 (0;−q), B∗2 (−q;0), 0 < q < 1, ( j = 1,2) .

ℜ(x,y) =
1− sgn(xy)

2
· [λ1 ·ℜ1(x,y)+λ2 ·ℜ2(x,y)] , λ1,λ2 = const > 0;

ℜ1(x,y) =
1+ sgn(xy+ x2)

2
u(x,0), ℜ2(x,y) =

1+ sgn(xy+ y2)

2
u(0,y).

Let’s enter designations:

E j

(
q− (−1) j

2
;
q+(−1) j

2

)
, E∗j

(
(−1) j−1−q

2
;
(−1) j−q

2

)
,

C j

(
(−1) j−1 q

2
;(−1) j q

2

)
, Ω0 = Ω∩ (x > 0)∩ (y > 0),Ω∗0 = Ω∩ (x < 0)∩ (y < 0),

∆1 = Ω∩ (x+ y > q)∩ (y < 0);∆
∗
1 = Ω∩ (x+ y <−q)∩ (y < 0),

∆2 = Ω∩ (x+ y > q)∩ (x < 0), ∆
∗
2 = Ω∩ (x+ y <−q)∩ (y > 0),

D1 = Ω∩ (−q < x+ y < q)∩ (y < 0), D2 = Ω∩ (−q < x+ y < q)∩ (y > 0),

D0 = Ω0∪∆1∪∆2, D∗0 = Ω
∗
0∪∆

∗
1∪∆

∗
2,

I j = {t : 0 < t < q} ; I2+ j =
{

t : 0 < (−1) j−1t < 1
}
,

where t =
{

x at j = 1,
y at j = 2.

Let’s designate, through θ1

(
x+1

2
;
x−1

2

)
, θ2

(
y−1

2
;
y+1

2

)
points of intersections

of characteristics of the equation (1) with leaving points (x,0) ∈ A1B1 and (0,y) ∈ A2B2
with characteristics A1A∗1 and A2A∗2, accordingly.
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In the domain of Ω the following problem is investigated

Task. (Problem A.) To find function u(x,y) with following properties:
1) u(x,y) ∈C(Ω̄);
2) u(x,y) is the regular solution of the equation (1) in the domain of Ω\(xy =

0)\(x+y=±q), besides, uy ∈C(A1B1∪A∗2B∗2), ux ∈C(A2B2∪A∗1B∗1) at that ux(0, t), uy(t,0)
can tend infinity of an order of less unit at t→±q, and finite at t→±1;

3) u(x,y) satisfies gluing conditions on lines of changing type:

uy(x,−0) = uy(x,+0), in regular intervals on(x,0) ∈ A1B1∪A∗2B∗2,

ux(−0,y) = ux(+0,y), in regular intervals on (0,y) ∈ A∗1B∗1∪A2B2,

4) u(x,y) satisfies to boundary conditions:

u(x,y)
∣∣
σ j = φ j(x,y); (x,y) ∈ σ j, (2)

u(x,y)
∣∣∣∣σ∗j = φ

∗
j (x,y); (x,y) ∈ σ∗j , (3)

d
dx

u(θ1(x)) = a1(x)uy(x;0)+b1(x), q < x < 1, (4)

d
dy

u(θ2(y)) = a2(y)ux(0;y)+b2(y), q < y < 1, (5)

u(x,y)
∣∣∣B jB∗j = g j(t), t ∈ I j, (6)

where φ j(x,y), φ∗j (x,y), g j(t), a j(t), b j(t), ( j = 1,2) is given function, at that:

g j
(q

2

)
= g∗j

(q
2

)
, φ2(q,0) = g1(q), φ2(0,q) = g2(q),

φ∗2 (0,−q) = g1(−q), φ∗2 (−q,0) = g2(−q),

}
(7)

φ j(x,y) = (xy)γ
φ j(x,y); φ j(x,y) ∈C

(
σ j
)
, 2 < γ < 3 (8)

φ
∗
j (x,y) = (xy)γ

φ∗j (x,y); φ∗j (x,y) ∈C
(

σ∗j

)
, 2 < γ < 3, (9)

g j(t) ∈C
(
I j
)
∩C2 (I j

)
, (10)

a j(t), b j(t) ∈C [q,1]∩C2 (p,q) ; (11)

Theorem. If conditions (7) - 11) and

a1(x)>
1
2
, a2(y)>

1
2

; (12)

are satisfied, then the solution of the Problem A exists and it is unique.
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Proof. Note, that the solution the equation (1) in hyperbolic domains looks like:

u(x,y) = f1(x+ y)+ f2(y− x)+λ2

y∫
q

(y− t)z(0, t)dt,aty > 0, x < 0; (13)

u(x,y) = f1(x+ y)+ f2(x− y)+λ

−q∫
y

(t− y)z(0, t)dt,atx > 0, y < 0; (14)

Owing to (13) we will receive, that the solution of Cauchy problem of the equation
(1) satisfies conditions u(0,y) = τ2(y) and ux(0,y) = ν2(y) in the domain of ∆2, looks like:

u(x,y) =
τ2(x+ y)+ τ2(y− x)

2
+

1
2

y+x∫
y−x

ν2(t)dt− λ

2

y+x∫
q

(x+ y− t)τ2(t)dt−

−λ

2

y−x∫
q

(y− x− t)τ2(t)dt +λ

y∫
q

(y− t)τ2(t)dt. (15)

From here, by virtue, (5) we will receive a functional relation between τ2(y) and ν2(y)
from the domain of ∆2 on the piece A2B2:

1
2

τ
′
2(y)+

1
2

ν2(y)−λ2

y∫
q

τ2(t)dt +
λ2

2

y+1
2∫

q

τ2(t)dt = ν2(y)a2(y)+b2(y),

i.e.,

(2a2(y)−1)ν2(y) = τ
′
2(y)+λ2

y+1
2∫

q

τ2(t)dt +2λ2

y∫
q

τ2(t)dt−b2(y). (16)

Confirm, that a functional relation between τ1(x) and ν1(x)we will obtain by the same
method, from the solution of Cauchy problem for the equation (1) satisfying to conditions
u(x,0) = τ1(x); uy(x,0) = ν1(x) in the domain of ∆1, and with the account of conditions
(4), which presented on the form:

(2a1(x)−1)ν1(x) = τ
′
1(x)+λ1

x+1
2∫

q

τ1(t)dt +2λ1

y∫
q

τ1(t)dt−b1(x). (17)

�

The uniqueness of solution of the Problem A

It is known that, if the homogeneous problem has only trivial solution than a solution
of the accordingly non-uniform problem is unique, therefore, we need to prove that the
homogeneous problem has only trivial solution.
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Let b1(y)≡ b2(x)≡ 0 then, from (16) and (17), accordingly, we will receive:

(2a2(y)−1)ν2(y) = τ
′
2(y)+λ2

y+1
2∫

q

τ2(t)dt +2λ2

y∫
q

τ2(t)dt, (18)

and

(2a1(x)−1)ν1(x) = τ
′
1(x)+λ1

x+1
2∫

q

τ1(t)dt +2λ1

x∫
q

τ1(t)dt. (19)

Lemma 1. If b1(y)≡ b2(x)≡ 0 and satisfied conditions (12) that solution u(x,y) of
the equation (1) reaches the positive maximum, and the negative minimum in closed
domain of D0 only on σ1 and σ2.

Proof. According to the extremum principle for the hyperbolic [2] and elliptic
equations [3], the solution u(x,y) of the equation (1) can reach the positive maximum
and the negative minimum in closed domain of D0 only on A2B2 ∪A1B1 and σ1 ∪σ2.
We need to prove, that the solution u(x,y) of the equation (1) can’t reach the positive
maximum and the negative minimum in A2B2∪A1B1.

Let the function u(x,y) (u(0,y) = τ2(y)) reach the positive maximum (the negative
minimum) on some point ofy0 ∈ A2B2, then from (18) and based on (12) we will receive

ν2(y0) =
λ2

2a2(y0)−1


y0+1

2∫
q

τ2(t)dt +2

y0∫
q

τ2(t)dt

> 0 (ν2(y0)< 0) .

Therefore, in the view of to the gluing condition, we have ν
+
2 (y0)> 0

(
ν
+
2 (y0)< 0

)
,

and it contradicts the known Zareba-Zero principle [3], according to which in a point
of a positive maximum (a negative minimum) should be ν2(y0)< 0 (ν2(y0)> 0). Thus,
u(x,y) does not reach the positive maximum (the negative minimum) on the point of
y0 ∈ A2B2.

Owing to (19) and (12), it is similarly proved that the function u(x,y) does not reach
the positive maximum and the negative minimum in the interval of A1B1.

The Lemma 1 is proved. �
As τ2(y) does not reach the positive maximum and the negative minimum in the

interval of A2B2 then, τ2(y) = const in the interval of A2B2. Further by virtue u(x,y) ∈
C(Ω̄), we will receive τ2(1) = φ1(0,1) ≡ 0, τ2(q) = φ2(0,q) ≡ 0 at the φ j(x,y) ≡ 0. From
here, as τ2(y) ∈C

(
A2B2

)
we will conclude that, τ2(y)≡ 0 in A2B2. Therefore, if b2(y)≡ 0

and a2(y)> 1
2 , then from (18) we will get ν2(y)≡ 0. Also, by the same method, we can

get τ1(x)≡ 0 in A1B1 and ν1(x)≡ 0.
Hence, owing to uniqueness of solution of the Cauchy problem for the equation (1),

we will have u(x,y)≡ 0 in domains ∆1 and ∆2.
Consequently, in the view of the Lemma 1, at φ1(x,y)≡ φ2(x,y)≡ 0 we will deduce,

that u(x,y)≡ 0 in closed domain of Ω0. Thus, u(x,y)≡ 0 in D0.
Further, owing to condition 7 and considering the uniqueness of solution of the

Gaursat problem atg(
j
t)≡ 0, t ∈ I j we will receive u(x,y)≡ 0 in D j (j = 1,2).

Takes place:

7
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Lemma 2. The solution u(x,y) of the equation (1) reach the positive maximum and
the negative minimum in closed domain D∗0 only on A∗2B∗2∪A∗1B∗1, σ∗1 and σ∗2 . ( Lemma
2 will be proved similarly as Lemma 1 )

On the basis of Lemma 2, on account of 3 at φ∗j (x,y)≡ 0, we will receive u(x,y)≡ 0
in the domain of D∗0. Thus, the solution of homogeneous Problem A is identically equal
to zero in the domain of Ω. (The uniqueness of solution of the Problem A is proved.)

The existence of solution of the problem I

It’s known, that the solution u(x,y) of the Nyman problem (Problem N) [2] satisfying
conditions:

1) u(x,y) ∈C(D0)∩C2(D0\xy = 0)∩C1(D0) is the solution of the equation (1);

2) uy ∈C(A1B1), ux ∈C(A2B2), at that ux(0, t), uy(t,0) can tend to infinity of an order
of less unit at t→ q, and finite at t→ 1;

3) satisfies to boundary conditions (2) (j=1,2) and ux(0,y) = ν2(y), uy(x,0) = ν1(x) is
exists and is unique and represented in the form [2]

u(x,y) =
∫
σ1

φ1(ξ ,η)
∂

∂n
G(ξ ,η ;x,y)dS−

∫
σ2

φ2(ξ ,η)
∂

∂n
G(ξ ,η ;x,y)dS+

+

1∫
q

ν
+
1 (t)G(t,0;x,y)dt +

1∫
q

ν
+
2 (t)G(0, t;x,y)dt, (20)

where G(ξ ,η ;x,y) is Green’s function of the problem N for the Laplase equation in the
domain of Ω0, which looks like:

G(ξ ,η ;x,y) =
1

2π
ln

∣∣∣∣∣∣
θ1

(
lnv+ln µ

2πir

)
θ1

(
lnv+ln µ

2πir

)
θ1

(
ln(−v)+ln µ

2πir

)
θ1

(
ln(−v)+ln µ

2πir

)
θ1

(
lnv−ln µ

2πir

)
θ1

(
lnv−ln µ

2πir

)
θ1

(
ln(−v)−ln µ

2πir

)
θ1

(
ln(−v)−ln µ

2πir

)
∣∣∣∣∣∣ , (21)

where v= ξ +iη , v= ξ−iη , µ = x+iy, µ = x−iy, r = 1
πi lnq, i2 =−1, θ1(ξ )= θ1

(
ξ
∣∣−1

r

)
is theta function.

From (20) y = 0 andx = 0, we will get functional relations between τ
+
2 (y), ν

+
2 (y) and

τ
+
1 (x), ν

+
1 (x), respectively, on the pieces A2B2 and A1B1 getting from the domain Ω0:

τ
+
1 (x) =

2

∑
k=1

(−1)k−1
∫
σk

φk(ξ ,η)
∂

∂n
G(ξ ,η ;x,0)dS+

1∫
q

ν
+
1 (t)G(t,0;x,0)dt+

+

1∫
q

ν
+
2 (t)G(0, t;x,0)dt. (22)

τ
+
2 (y) =

2

∑
k=1

(−1)k−1
∫
σk

φk(ξ ,η)
∂

∂n
G(ξ ,η ;0,y)dS+

1∫
q

ν
+
1 (t)G(t,0;0,y)dt+

8



About a method of research of the non-local problem . . . ISSN 2313-0156

+

1∫
q

ν
+
2 (t)G(0, t;0,y)dt, (23)

After differentiating equalities (22) by x and (23) by y, we obtain

τ
′+
1 (x) =

1∫
q

ν
+
1 (t)

∂G(t,0;x,0)
∂x

dt +
1∫

q

ν
+
2 (t)

∂G(0, t;x,0)
∂x

dt +F ′1(x), (24)

where F1(x) =
2
∑

k=1
(−1)k−1 ∫

σk

ϕk(ξ ,η) ∂

∂nG(ξ ,η ;x,0)dS, and

τ
′+
2 (y) =

1∫
q

ν
+
1 (t)

∂G(t,0;0,y)
∂y

dt +
1∫

q

ν
+
2 (t)

∂G(0, t;0,y)
∂y

dt +F ′2(y), (25)

where F2(y) =
2
∑

k=1
(−1)k−1 ∫

σk

φk(ξ ,η) ∂

∂nG(ξ ,η ;0,y)dS.

Further, the equations (16) and (17) we will rewrite in the form:

τ
′
j(t)+λ j

t+1
2∫

q

K(t,z)τ ′j(z)dz = F̃j(t), (26)

where

F̃j(t) = (2a j(t)−1)ν j(t)+b j(t)+λ jτ j(q)
(

5t +1
2
−3q

)
, (27)

K(t,z) =
{ 5y+1

2 −3z, q≤ z≤ t;
t+1

2 − z, t ≤ z≤ t+1
2 ,

t =
{

x at j = 1,
y at j = 2. (28)

Note that we will search the function ν j(t) from the class of C2(q,1), which can tend
to infinity of an order of less unit at t → q, and finite at t → 1. From here and owing
to account (11), we will decide F̃j(t) ∈C2(q,1) and that F̃j(t) can tend to infinity of an
order of less unit at t→ q, and finite at t→ 1.

Hence, by virtue ∣∣K j(t,z)
∣∣≤ const,

we will conclude that the equations (26) are the Volterra integral equations of the
second kind which unequivocally solved by the method of consecutive approach [2] and
its solution is represented in the form:

τ
′
j(t) = λ j

t+1
2∫

q

R j(t,z,λ j)F̃j(z)dz+ F̃j(t), (29)

where R j(t,z,λ j) are resolves of the kernels K j(t,z), and that∣∣R j(t,z,λ j)
∣∣≤ const,( j = 1,2). (30)

9
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Further, having excluded τ ′j(t) from the relations (24) and (29), we will receive
system of the integral equations

(2a1(x)−1)ν1(x)+λ1

x+1
2∫

q
R̃1(x,z,λ1)ν1(z)dz−

1∫
q

ν
+
1 (t)∂G(t,0;x,0)

∂x dt = Φ1(x)

(2a2(y)−1)ν2(y)+λ2

y+1
2∫

q
R̃2(y,z,λ2)ν2(z)dz−

1∫
q

ν
+
2 (t)∂G(0,t;0,y)

∂y dt = Φ2(y)

(31)

where

Φ1(x) =
1∫

q

ν
+
2 (t)

∂G(0, t;x,0)
∂x

dt−λ1

x+1
2∫

q

R1(x,z,λ1)b̃1(z)dz− b̃1(x)+F ′1(x), (32)

b̃1(x) = b1(x)+
λ1φ2(q,0)

2
(5x−6q+1) ;

Φ2(y) =
1∫

q

ν
+
1 (t)

∂G(t,0;0,y)
∂y

dt−λ2

y+1
2∫

q

R2(y,z,λ2)b̃2(z)dz− b̃2(y)+F ′2(y), (33)

b̃2(y) = b2(y)+
λ2φ2(0,q)

2
(5y−6q+1) .

G(t,0;x,0) = G(0, t;0,x) = K1(x, t),

K1(x, t) =
1
π

[
ln t lnx

lnq
+K∗1 (x, t)+K∗1 (x,−t)

]
(34)

G(t,0;0,x) = G(0, t;x,0) = K(
2x, t) = K(

1x,−it), (35)

K∗1 (x, t) = ln
∣∣∣∣1− tx

t− x

∣∣∣∣+ ∞

∑
n=1

(
ln
∣∣∣∣1−q2ntx

t−q2nx

∣∣∣∣+ ln
∣∣∣∣1−q−2ntx

t−q−2nx

∣∣∣∣). (36)

Further, after some simplifications, from (31)-(36) we can get the system of singularity
integral equation concerning ν1(x) and ν2(y) which represented on(in) the form [2]

ν
(
1x) =

1∫
q

ν1(t)A1(x, t)dt + Φ̃1(x)

ν
(
2x) =

1∫
q

ν2(t)A2(x, t)dt + Φ̃2(x)
; (37)

where Φ̃ j(x) =
Φ j(x)

2a j(x)−1 ;

A j(x, t) =

 λ j
R̃ j(x,z,λ j)
2a j(x)−1 −

K̄1(x,t)
2a j(x)−1 , q≤ z≤ x+1

2 ;
K̄1(x,z)

2a j(x)−1 ,
x+1

2 ≤ z≤ 1,
(38)

K̄1(x, t) =
2ln |t|
x lnq

+K(x, t)+K(x,−t), (39)

10
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K(x, t) =
1
π

[
1

t− x
− t

1− tx
+

∞

∑
n=1

(
q2n

t−q2nx
− q2nt

1−q2ntx
− q−2nt

1−q−2ntx
+

q−2n

t−q2nx

)]
. (40)

Further, we will investigate the function Φ1(x):

Φ1(x) =
1∫

q

ν
+
2 (t)K̄1(x, it)dt−λ1

x+1
2∫

q

R1(x,z,λ1)b̃1(z)dz− b̃1(x)+

+
∫
σ1

φ1(ξ ,η)
∂

∂x

(
∂G(ξ ,η ;x,0)

∂ξ

)
dη−

∫
σ1

φ1(ξ ,η)
∂

∂x

(
∂G(ξ ,η ;x,0)

∂η

)
dξ+

−
∫
σ2

φ2(ξ ,η)
∂

∂x

(
∂G(ξ ,η ;x,0)

∂ξ

)
dη +

∫
σ2

φ2(ξ ,η)
∂

∂x

(
∂G(ξ ,η ;x,0)

∂η

)
dξ =

=

1∫
q

ν
+
2 (t)K̄1(x, it)dt−2

1∫
0

φ1(ξ ,η)
ξ√

1−ξ 2

∂

∂x

(
∂G(ξ ,η ;x,0)

∂ξ

)
dξ−

−
1∫

0

φ1(ξ ,η)
∂

∂ξ

(
∂G(ξ ,η ;x,0)

∂η

)
dξ +2

q∫
0

φ2(ξ ,η)
ξ√

q2−ξ 2

∂

∂x

(
∂G(ξ ,η ;x,0)

∂ξ

)
dξ+

+

q∫
0

φ2(ξ ,η)
∂

∂x

(
∂G(ξ ,η ;x,0)

∂η

)
dξ +β (x) =

= α1(x)+α2(x)+α3(x)+α4(x)+α5(x)+β (x)

where β (x) =−λ1

x+1
2∫

q
R1(x,z,λ1)b̃1(z)dz− b̃1(x).

Owing to account (9), (11), (21), (30), (39) and (40), we will get (see [2]):

|β (x)| ≤ const, |α1(x)| ≤ const, |α2(x)| ≤ const, |α3(x)| ≤ const,

|α4(x)| ≤ (x−q)γ−3const, |α5(x)| ≤ (x−q)γ−3const, (2 < γ < 3). (41)

Hence, by virtue (12) and (41), we will conclude that Φ̃1(x) ∈C2(q,1), and Φ̃1(x) can
tend to infinity an order of less one at x→ q, and at x→ 1 it is limited.

It is similarly proved, that Φ̃2(y) ∈C2(q,1), and Φ2(y) can tend to infinity an order
of less one at y→ q, and at y→ 1 it is limited.

Thus, the system of integral equation (37) is reduced to the Fredholm integral
equations of the second kind, by the known method Karleman-Vekua [4], just as in
works [2], [3].

Note, that unique solvability of the Fredholm integral equations of the second kind
follows from the uniqueness of solution of the Problem A and from the theory integral
equations.

11
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Solving the system of integral equations (37), we will found ν1(x) and ν2(y) [2],
further owing to account (24) and τ1(q) = φ2(q,0), τ2(q) = φ2(0,q) from (29) we will
find τ j(t) (j=1,2).

Hence, after having found τ1(x) and ν1(x) , τ2(y) and ν2(y), the solution of the
Problem A can be restored in the domain of Ω0 as the solution of the Problem N (20),
and in domains ∆ j (j=1,2) as the solution of the Cauchy problem. The solution of the
Problem A in domains of D j(j=1,2) can be restored as a solution of the Gaursat problem
with conditions (6) and u(x,y)

∣∣B jE j = h j(t), where h j(t) (j=1,2) are traces of solution of
the Cauchy problems in domains ∆ j (j=1,2), on the line x + y = q, and reciprocally
in domains ∆∗j (j=1,2) as the solution of the Cauchy-Gaursat problem with conditions

uy(x,0) = ν∗1 (x); ux(0,y) = ν∗2 (y), −1 < x,y < −q and u(x,y)
∣∣∣∣B∗j E∗j

= h∗j(t), where h∗j(t)

(j=1,2) are traces of solution of the Gaursat problems in domains D j (j=1,2). And finally
the solution of the Problem A can be restored in the domain of Ω∗0 as the solution of
the problem N, similarly as (20). The Theorem is proved.
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CERTAIN PROPERTIES OF FRACTIONAL
INTEGRO-DIFFERENTIATION OPERATOR OF

FUNCTIONS IN OTHER FEATURES
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Prove an important lemma for the operator of fractional integro-differentiation of
functions of other functions.

Key words: Gaussian function, the function Meyer, Mellin transform

Assume the notations:

Dl
a,g(x)φ (x) =


1

Γ(−l)

x∫
a
[g(x)−g(t)]−l−1

φ (t)g′ (t)dt, l < 0

φ(x), l = 0
dn+1

d[g(x)]n+1 Dl−(n+1)
0g(x) φ(x), l > 0

(1)

F0,g(x)

[
a b
e x

]
φ(x) =


1

Γ(−l)

x∫
a
[g(x)−g(t)]−l−1 F(a,b,c; g(x)−g(t)

g(x) )φ (t)g(t)′ dt, l < 0

φ (x) , l = 0[
g(x)]b

] dn+1

d[g(x)]n+1 [g(x)]−bF0,g(x)

[
a+b+1, b
l−n−1, x

]
φ(x), l > 0

(2)

were a , b and l are any real numbers, n is the integer part of l; Γ(x) – gamma-function;
F [. . . ] is the Gaussian hypergeometric function [1].

Lemma 1. Let ϕ (x) ∈ L(0,1), l1 + l3 < 0, l3 < 0. Than almost everywhere at (0,1),
the following relation holds

Dl1
0x2Dl3

0xφ (x) = 2l3 · xl3+1F0x2

[
−1+l3

2 , −l1− l3
2

−l1− l3, x

]
φ (x)

x
. (3)

Here l1, l3 – are the given real numbers;
Proof. Consider the case when l1 < 0, l3 < 0. Due to the definition (1) we have

Dl1
0x2Dl2

0xφ (x) =
x−l1

Γ(−l1)Γ(−l3)

x∫
0

(x2− t2)−l1−1dt2
t∫

0

(t− y)−l3−1
φ (y)dy. (4)

Nishonboev Azizbek Solizhonovich – Lecturer, of Dep. Mathematical Analysis and Differential
Equations, Fergana State University, Republic of Uzbekistan.
©Nishonboev A.S., 2014.
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After some transformations from (4), we obtain

I = Dl1
0x2Dl3

0xφ
(√

x
)
=

x−l1

Γ(−l1)Γ(−l3)

x∫
0

(x− t)−l1−1dt
t∫

0

(
√

t−√y)−l3−1
φ (
√

y)d
√

y. (5)

Changing the integration order, from (5) we find

I =
x∫

0

φ(y)d
√

y
x∫

y

(x− t)−l1−1(
√

t−√y)−l3−1dt, (6)

Changing t = xz from (6) we obtain

I =
x−l1

Γ(−l1)Γ(−l3)

x∫
0

(
√

y)−l3−1
φ(y)K(σ)d

√
y, (7)

where

K (σ) =

∞∫
0

K1
(√

σz
)

K2 (z)dz, (8)

K1 (z) = (z−1)−l3−1
+ , K2 (z) = (1− z)−l1−1

+ , (9)

σ =
x
y
, zl

+ =

{
0, z≤ 0
zl, z > 0

.

To calculate the integral (8), Mellin transform is used а [1]

f ∗ (s) = M { f (x) ;s}=
∞∫

0

f (x)xs−1dx. (10)

Then, considering the relation [3]

M

xδ1

∞∫
0

ξ
δ2g1 (xξ )g2 (ξ )dξ ;s

= g∗1 (s+δ1)g∗2 (1−δ1 +δ2− s) , (11)

we obtain
M {K (σ) ;s}= K∗(s)K∗1 (s)K∗2 (1− s) . (12)

Further, in virtue of the formula [3]

M
{
(x−1)c−1

+ ; s
}
= Γ(c)Γ

[
1− c− s
1− s

]
, Rec > 0, Res < 1−Rec. (13)

M{ f (xp)}= 1
p

f ∗
(

s
p

)
, p 6= 0, (14)

M
{
(1− x)c−1

+ ; s
}
= Γ(c)Γ

[
s

s+ c

]
, Rec > 0, Res > 0 (15)

14
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find

K1 ∗ (s) = 2Γ(−l3)Γ
[

1+ l3−2s
1−2s

]
, Rel3 < 0, 2Res < 1+ l3, (16)

and

K2 ∗ (s) = Γ(−l1)Γ
[

s
s− l1

]
, Rel1 < 0, Res > 0, (17)

Substituting (16), (17) into (12) we obtain

K ∗ (s) = 2Γ(−l1)Γ(−l3)Γ
[

1+ l3−2s 1− s
1−2s 1− l1− s

]
, (18)

Rel1 < 0, Rel3 < 0, 2Res < 1+ l3, Res < 1.

Hence, applying the formula [2]

Γ(2a) = 22a−1√
πΓ(a)Γ(a+1/2) , (19)

from (18) we have

K ∗ (s) = 2l3+1
Γ(−l1)Γ(−l3)Γ

[ 1+l3
2 − s 2+l3

2 − s
1− l1− s 1

2 − s

]
, (20)

Rel1 < 0, Rel3 < 0, 2Res < 1+ l3, 2Res < 2+ l3.

In virtue of the formula [3]

M
{
(x−1)c−1

+ F (a,b,c;1− x) ;s
}
= Γ(c)Γ

[
1+a− c− γ− s, 1+b− c− s
1− s , 1+a+b− c− s

]
, (21)

Rec > 0, Res < 1+Re(a− c) , 1+Re(b− c) .

M {xp f (x);s}= f ∗ (s+ p), (22)

F(a,b,c;z) = (1− z)−aF(a,c−b,c;
z

z−1
), (23)

from (20) we obtain

K(σ) =
2l3+1Γ(−l1)Γ(−l3)

Γ(−l1− l3)
xl1+

1+l3
2 y

l3+1
2 (x− y)−l1−l3−1

+ × (24)

×F(−1+ l3
2

,−l1−
l3
2
,−l1− l3;

x− y
x

).

Substituting (24) into (7) and after some transforms we obtain the equality (3).
The similar proof is for the case when 0 < l1 <−l3. �
Lemma 2. If the conditions:

1)ϕ (x) ∈ L(0,1) ,2)l1 + l3 < 0, l3 < 0, l2 >−l1,

hold, almost everywhere at (0.1) the following formula is valid

Dl1
0x2

(
x2)l2 Dl3

0xφ (x) =

(
x2)l2−l1

2l3

x∫
0

y−l3−1G30
33

(
y2

x2

∣∣∣∣ 1+ l2− l1, 1, 1
2

3+l3
2 , 2+l3

2 , 1+ l2

)
φ (y)dy. (25)
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Proof. To prove it, consider the case when l1 < 0, l3 < 0.
Then due to the definition (1) we have

Dl1
0x2

(
x2)l2 Dl3

0xφ (x) =
1

Γ(−l1)Γ(−l3)

x∫
0

(x2− t2)−l1−1(t2)l2dt2
t∫

0

(t− y)−l3−1
φ (y)dy. (26)

After some transforms from (26) we find

I = Dl1
0xxl2Dl3

0
√

xφ(
√

x) = (27)

=
1

Γ(−l1)Γ(−l3)

x∫
0

(x− t)−l1−1t l2dt
t∫

0

(
√

t−√y)−l3−1
φ (
√

y)d
√

y.

Changing the integration order, we obtain

I =
1

Γ(−l1)Γ(−l3)

x∫
0

φ (
√

y)d
√

y
t∫

y

(x− t)−l1−1t l2(
√

t−√y)−l3−1dt. (28)

Assuming t = xz, from (28) we find

I =
1

Γ(−l1)Γ(−l3)

x∫
0

y−l1−l2−
l3+1

2 Q(σ)d
√

y. (29)

where

Q(σ) = σ
l2−l3

∞∫
0

zl2 f1(
√

σz) f2(z)dz, (30)

f1(z) = (z−1)−l3−1
+ ; f2(z) = (1− z)−l1−1

+ , (31)

σ =
x
y

; zl
+ =

{
0, z≤ 0
zl, z > 0

.

Applying the formula (11) from (30) we obtain

M{Q(σ);s}= f1 ∗ (s) f2 ∗ (1+ l2− s), (32)

Further, in virtue of the formula (13), (14), (15) we find

f1 ∗ (s) = 2Γ(−l3)Γ
[

1+ l3−2s
1−2s

]
, Rel3 < 0, 2Res < 1+ l3, (33)

f2 ∗ (s) = Γ(−l1)Γ
[

s
s− l1

]
, Rel1 < 0, Res > 0, (34)

Substituting (33), (34) into (32), we obtain

Q∗ (s) = 2Γ(−l1)Γ(−l3)Γ
[

1+ l3−2s 1+ l2− s
1−2s 1+ l2− l1− s

]
, (35)
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Rel1 < 0, Rel3 < 0, 2Res < 1+ l3, Res < 1+ l2.

On the basis of the formula (19) (35), we have

Q∗ (s) = 2l3+1
Γ(−l1)Γ(−l3)Γ

[ 1+l3
2 − s 2+l3

2 − s 1+ l3− s
1
2 − s 1− s 1+ l3− l1− s

]
, (36)

Rel1 < 0, Rel3 < 0, 2Res < 1+ l3, 2Res < 2+ l3, Res < 1+ l2.

In virtue of the formula [2]

M
{

Gm′n′
p′q′

(
z
∣∣∣∣ a1,a2, ...ap′

b1,b2, ...bq′

)
;s
}
=

= Γ

[
s+b1, s+b2, ...s+bm′, 1−a1− s, 1−a2− s, ...1−an′− s
s+an′+1, s+an′+2, ...s+ap′, 1−bm′+1− s, 1−bm′2− s, ...1−bq′− s

]
(37)

− min
1≤k′≤m′

Rebk′ < Res < 1− max
1≤ j≤n′

Rea j, p′ = q′ ≥ 1, m′+n′ = p′,
n′

∑
j=1

(a j−b j)> 0

from (35) we obtain

Q(σ) = 2l3 1
Γ(−l1)Γ(−l3)

G30
33

(
y
x

∣∣∣∣ −1+l3
2 , − l1

2 , −l2
l1 − l2, 0, −1

2

)
. (38)

Substituting (35) into (29) and after some transforms, we obtain the equality (25). �
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In this paper not well posed problem for the even-order equation is studied. The stability
of the problem is restored by additional conditions and conditions to domain.

Key words: partial differential equations of higher order, not well posed problem,
method of separation of variables, simple continued fractions.

Problem definition

The present paper considers for the equation

∂ 2ku
∂x2k −

∂ 2u
∂ t2 = 0, k = 2n+1, n ∈ N, (1)

in the domain D= {(x, t) : 0≤ x≤ π,0≤ t ≤ 2π} a problem with the following conditions:

∂ 2mu
∂x2m (0, t) =

∂ 2mu
∂x2m (π, t) = 0, m = 0,1, ...,k−1, 0≤ t ≤ 2π, (2)

u(απ, t) = f (t), 0≤ t ≤ 2π, (3)

where α is some constant from (0,1) and f (t)− is the given quite smooth function.
We shall show that if αis an irrational number, then the theorem of solution uniqueness

of the problem (1), (2), (3) is valid in the class u ∈C2k,2
x,t (D).

Note that this problem is ill-posed, since a small change in the function f (t) under
the norm Cs(s ∈ N) may cause arbitrary large change of the solution u under the norm
L2.

This problem may be regularized by a side condition, for example, by a priori estimate

π∫
0

2π∫
0

(
∂ ku
∂xk

)2

dtdx≤ E2, 0≤ t ≤ 2π, (4)

where E is the defined constant.
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The problem well-posedness

Assume that there is some function u ∈C2k,2
x,t (D) which satisfies the conditions (1),

(2), (3), then u may be presented in the form of a series

u(x, t) =
∞

∑
n=1

sinnx
(

an cosnkt +bn sinnkt
)
, (5)

and it follows from this representation that the function f (t) should have the form

f (t) =
∞

∑
n=1

sinnαπ

(
an cosnkt +bn sinnkt

)
. (6)

Theorem 1. If α is a irrational number, the problem (1), (2), (3) does not have more
than one solution of u ∈C2k,2

x,t (D).
Proof. Indeed, if in (6) f ≡ 0 , than an = bn = 0. Consequently, и u≡ 0. �

Remark. If α is a rational number, there is no uniqueness.
For example, let q be some natural number, then the function u(x, t) = sinqxcosqkt

satisfies (1), (2) and

u(
π

q
, t) = 0, 0≤ t ≤ 2π.

DEFINATION. We shall indicate that the irrational number α have the order Ω, if Ω is
the upper boundary of the numbers ω, satisfying the inequality∣∣∣∣α− p

q

∣∣∣∣ 1
q1+ω

,

for any p
q ∈ Q. It is known that almost all the numbers α have the order Ω = 1 [3, ?].

The next statement is associated with the question on the solution stability depending
on α and f . Here is an example.

Theorem 2. Let α be an irrational number. Then there is a sequence 2π of periodic
functions fn ∈C∞ (R), uniformly vanishing, and it is such un ∈C2k,2

x,t (D), satisfying (1),
(2) and

un(απ, t) = fn(t), (7)

the following relation holds
lim
→∞
‖un‖L2(D) =+∞. (8)

Proof. Let

fn(t) =
1√
nk

sinnkt,

then

un(x, t) =
(√

nk sinnαπ

)−1
sinnkt sinnx.

It is known that [2] there is a sequence of such integers pn,qn that

lim
n→∞

qn =+∞,

∣∣∣∣α− pn

qn

∣∣∣∣< 1
q2

n
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and then the theorem statement appears from the following estimation

|sinqnαπ|= |sin(qnα− pn)π|< π

qn
.

Note, that for any given integer s there is such an irrational number α (for example, of
the order s+2) that the solution

un(x, t) = n−1−s(sinnαπ)−1 sinnkt · sinnx

of the problem (1), (2) and un(απ, t) = n−1−s sinnkt satisfies the following estimation

lim
n→∞
‖un‖L2(D) =+∞ lim

n→∞
‖ fn‖Cs(D) = 0,

from which it is clear that the problem is ill-posed. �
Further we shall show that the problem is also unstable relative to α.
Theorem 3. Let p,q ∈ N, p < q and {αn} be a sequence of irrational numbers

converging to p
q . And let un ∈ C2k,2

x,t (D) be the solution of the problem (1), (2) and
un (απ, t) = sinqkt, then

lim
→∞
‖un‖L2(D) =+∞.

The solution is written in the form un(x, t) =
sinqkt·sinqx

sinqαnπ
, from which the theorem

statement is obvious.
Thus, a side condition is required.

π∫
0

2π∫
0

(
∂ ku
∂xk

)2

dtdx≤ E2.

Problem with a bounded solution

Let α,ε,E be some positive constants, and α ∈ (0,1).
Let f ∈ L2 (0,2π). The function class u ∈C2k,2

x,t (D) satisfying (1), (2) and

‖u(απ, ·)− f‖L2(0,2π) ≤ ε, (9)

∥∥∥∥∂ ku
∂xk

∥∥∥∥
L2(D)

≤ E. (10)

is indicated by Γ(ε,E). The condition (9) substitutes the condition (3), and the priori
estimate (10) is required for the problem to be well-posed.

We introduce the following notations

‖u‖2 = sup
x∈[0,π]

2π∫
0

u2(x, t)dt, (11)

∆(ε,E) = sup
v,w∈Γ(ε,E)

‖v−w‖ . (12)
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Theorem 4. Let α be a rational number, α = p
q ,(p,q) = 1 and

q2 ≤ 2
E
ε

. (13)

Then
∆(ε,E)≤ 3

E
qk . (14)

If q =

[(2E
ε

) 1
k

]
, then

∆(ε,E)≤ 3
√

E
√

ε.

Proof. Let v,w ∈ Γ(ε,E), then u = v−w ∈C2k,2
x,t (D) satisfies (1), (2) and

‖u(απ, ·)‖L2(0,2π) ≤ 2ε,

∥∥∥∥∂ ku
∂xk

∥∥∥∥
L2(D)

≤ 2E. (15)

Since u is represented as (5), the conditions (15) are rearranged as

+∞

∑
n=1

(a2
n +b2

n)sin2 n
p
q

π ≤ 4ε2

π2 , (16)

+∞

∑
n=1

n2k(a2
n +b2

n)≤
8E2

π2 , (17)

whence it follows
+∞

∑
n=1

(
sin2 n

p
q

π +n2k ε2

E2

)
(a2

n +b2
n)≤

8ε2

π
. (18)

From (5) we have

‖u‖2 = π max
x∈[0,π]

+∞

∑
n=1

(a2
n +b2

n)sin2 nx≤ π

+∞

∑
n=1

(a2
n +b2

n).

It follows from (12)

∆
2 (ε,E)≤ π sup

{
+∞

∑
n=1

(a2
n +b2

n) : an,bn

}
,

satisfying (18).
According to the Lagrange multiplier role we find

∆
2 (ε,E)≤ 8ε

2 min(sin2 r
p
q

π + r2k ε2

E2 )
−1, r ∈ N. (19)

From (13) we obtain

sin2 r
p
q

π + r2k ε2

E2 ≥
ε2

E2 q2k, 1≤ r ≤ q.

Substituting this estimation into (19) we obtain (14). The theorem has been proved. �
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Assume that α is an irrational number expanded into a continued fraction

α =
1

α1 +
1

α2+...

.

Theorem 5. Let α ∈ (0,1) be an irrational number and αi ≤ Kα , then

∆(ε,E)≤ 3
(

Kα +2
2

εE
) 1

2

. (20)

Proof. To make sure that this estimation is valid, note that it follows from the
theorem 4 that the estimation (19) is true for ∆(ε,E) then from the condition αi ≤ Kα

[3] we obtain

sin2 rαπ ≥ 27

4(Kα +2)2 r2
, r ≥ 1.

Then

min
r∈N

{
27

4(Kα +2)2 r2
+ r2k ε2

E2

}
≥ ε

E

√
27

(Kα +2)
.

Thus, the required estimation follows from the above

∆
2 (ε,E)≤ 9εE

(
Kα +2

2

)
.

�
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It is proved that finite generated subgroups of infinite index of hyperbolic groups which
are not quasi Abelian are complemented with a nontrivial free factor.

Key words: hyperbolic group, free product, free product with amalgamation, set of
generators, index of a subgroup, normal subgroup

A subgroup H of a group G is called freely complemented if there is a nontrivial
subgroup Q in G so that a subgroup generated by the subgroups H and Q is their
free product: gp(H,Q) = H ∗Q . It is clear that the subgroups of a finite group or an
Abelian group can not be freely complemented. The same applies to the subgroups of a
quasi-Abelian group, for example, a infinite dihedral group. The aim of this paper is to
show that in a hyperbolic group which is not quasi-abelian and which is given by the
representation:

G =< a1,b1, . . . ,an, bn, c1, . . . ,ct , d1, . . . ,ds; (1)

cγ1
1 , . . . ,cγt

t , [a1, b1] . . . [an,bn]c1 . . . ct ,d1 . . . ds >,

where [ai,bi] = a−1
i b−1

i aibi;n,s, t ≥ 0;γi > 1 – any finitely generated nontrivial subgroup
of a infinite index is freely complemented.

Theorem. Assume that G is a discrete group of orientation-preserving motions of
the hyperbolic plane, G is not quasi-Abelian and G is not isomorphic to any group
which has the representation:

< a1, b1, . . . , an, bn; ([a1, b1] . . . [an, bn])
k > < a, b; an,bm(ab)k >,

where k > 1 and H is the finitely generated subgroup of G. Then G has a infinitely
generated subgroup Q such that the subgroup generated by the subgroups H and Q is
the free product of H ∗Q.

The proof is based on the following lemma of subgroups of a free product with
amalgamation.

Lemma. Let G be a free product of two groups A and B with an amalgamated
subgroup U where one of the factors is a nontrivial free product, other than the

Goryushkin Alexander Petrovich – Ph.D. (Phys. & Math.), Professor Dept. of Mathematics & Physics,
Vitus Bering Kamchatka State University.
©Goryushkin A.P., 2014.
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dihedral group, the subgroup U satisfies the maximum condition for subgroups and H
is the finitely generated subgroup of a infinite index in G. Then G has an infinitely
generated subgroup Q such that the subgroup generated by the subgroups H and Q is
the free product of H ∗Q.

Proof. Let G = A∗
U

B satisfy the condition of the theorem and H is the finitely

generated subgroup of a infinite index in G. Subgroup U index in group A is infinite
so if H is in conjunction of the subgroup U then H has an infinite index in group A.
The finitely generated subgroup of an infinite index in a free product, other than the
infinite dihedral group, has the property of free complementarity (see. [1]). Moreover, the
complementary factor contains a free group of rank two and therefore we can consider
it to be a free group of the countable rank from the beginning.

So, we can assume that H is not in conjugation of U . Moreover, the infinite
decomposition in terms of double modulus [G: (H, U)] follows from the infiniteness
of the index [G: H]. It follows from the theorem 1.7 in [2] that the index [A: (U , U)] is
infinite.

Hereafter we shall use the notations from [3].
Let S be a set of elements of the group A∗

U
B, and the canonical form of the element

s from S has the following form

s = s1(s)g2(s) . . . gn(s).

We define the set t̄X (S), depending on S and on X(X=A or X = B) according to the next
rule:

t̄X (S) =
{

x ∈ X
∣∣x≡ gn(s) mod (U, U) ; s ∈ S\(A∪B)

}
.

For a suitable element g of G the set t̄B (Hg) is empty and t̄A (Hg) = {Ua0U }, where
a0 is any reassigned fixed element of A \ U .

We can assume that the subgroup H already has this property, that is, the element
gy is the identity element and the element a0 of A \ U is chosen so that the subgroup
R which is the subgroup generated by U and the element a0 has an infinite index in the
subgroup A.

For each element d from D = A ∩ H and each element t from t̄A (H) the product td
belongs to the t̄A (H) again which equals Ua0U by assumption.

In other words, every element d of D can be represented in the form

d = u1a−1
0 u2a0u3,

where – u1, u2, u3 are suitable elements of the amalgamated subgroup U .
Therefore D is contained in R. According to the theorem 1.8 from [3], there exists an

infinite subgroup Q of A that gp(R, Q) = R ∗ Q. Now we shall show that the subgroup
H̄ which is generated by subgroups H and Q is their free product H ∗Q. In order to do
this, we need to prove that the element p of H which is the product of

p = p1 p2 . . . pn, (2)

where n≥ 1 and pi are non-identity elements selected alternatively from the subgroups
Q и H, is not identity.

If all of the elements pi from (1), which are included into H, are simultaneously the
elements of A (that is they belong to the intersection D) then the element p belongs to
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the free product of Q ∗ D and (2) is a normal form of the element p with respect to the
decomposition of Q ∗ D.

Therefore, we can assume that not all of pi from the expansion (2) are the elements
of A. Then, instead of (2) we consider other decomposition of p which can be obtained
from (2) with some grouping factors pi:

p = q1q2 . . . qk, (3)

where 1 ≤ k < n,. Specifically, the element q j is some pi if pi ∈ H \ A. Otherwise, q j
is the product

p = pα pα+1 ... pβ ,

where 1 ≤ α < β ≤ n and all the factors pα , pα + 1, ..., pβ belong to the factor A but
the element pα−1 (in the case when α > 1) and the element pβ+1 (in the case when
β < n) do not belong to A.

Thus, in the expansion (3) the factors are selected by turns from H \ A and the free
product of Q ∗ R. In this case, if q j is the element of Q ∗ R then it is not included into
the free factor R. It means that for each element r1, r2 from R the product of r1q j0r2
does not belong to the subgroup R.

On the other hand, if h ∈ H \ A and h = h1h2 ... hm is its canonical form then from
t̄A (H)⊆ R we have that hm ∈ A implies hm ∈ R (and h1 ∈ A implies h1 ∈ R)).

Hence, the canonical form of the element p has at least k syllables. But this means
that the element p is not equal to unity and, thus, the subgroup H2 is the free product
of H ∗ Q.

The lemma is proved.
We proceed now to the proof of the theorem.
If in the group with the representation (1) the parameter s > then G is a free product

of cyclic groups of the second order (and the infinite dihedral group is quasi-Abelian).
If s > = 0 then the representation (1) becomes a representation of the form

G =< a1, b1, . . . , an, bn, c1, . . . , ct ;cγ1
1 , . . . , cγt

t , [a1, b1] . . . [an, bn]c1 . . .t >,

Now, if n > 0 and t > 1 then the group G can be represented as follows

G = gp(a1, b1, . . . , an, bn) ∗
U

gp(c1, . . . , ct),

where U = gp([a1, b1] ... [an, bn]) = gp(c−1
t c−1

t−1...c
−1
1 ).

The same is in the cases when n > 1 и t= 0 and when n= 0, t > 3.
In the latter case it may turn out that G is a free product of two dihedral groups

with an amalgamated cyclic subgroup:

G =< c1, c2, c3, c4, c2
1,c

2
2,c

2
3,c

2
4, c1c2c3c4 > .

Then the group G is quasi-Abelian again. Generated by the element c1c2(c13)
2 the

cyclic subgroup has the finite index in G indeed. If s = n = 0, t ≤ 2, then the group
G is finite. Thus, all hyperbolic groups, except for the cases with s = 0,n > 0, t = 1 or
s = 0,n = 0, t = 3 in the representation (1), satisfy the conditions of the lemma. The
theorem is proved. �

We should note that in the paper [4], the necessary and sufficient conditions for the
existence of free complementarity for quasi-convex subgroups of an infinite index in a
hyperbolic group were obtained by other methods.
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In this paper we investigate the question of the possibility of inversions within the low-mode
dynamo model. The conditions under which the possibility of more frequent reversal of the
magnetic field in comparison with inversions in the velocity field of a viscous conducting
magnetized fluid.

Key words: low-mode model, the Galerkin method, magnetic inversion

Introduction

The movement of incompressible viscous conductive magnetized fluid is considered
in the coordinate system rotating with constant angular velocity Ω around Oz axis
and placed in external force field with mass density f. The fluid physical parameters
are considered to be constant. Magnetohydrodynamic (MHD) equations include Navier-
Stokes equation, induction equation for the magnetic field B, continuity equation and
solenoidal field B:

∂v
∂ t

+(v∇)v+2Ω×v+Ω× (Ω× r) = ν∆v− 1
ρ

∇P+
1

ρµ
(∇×B)×B+ f,

∂B
∂ t

= ∇× (v×B)+νm4B,

∇v = ∇B = 0,

(1)
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where v is the velocit, P is the pressure, r is the radius-vector, ρ is the density, ν is the
cinematic viscosity, νm is the magnetic viscosity, µ is the magnetic permeability.

Since during the constant angular velocity Ω the centrifugal force acceleration can

be presented in the form Ω× (Ω× r) = −1
2

∇(Ω× r)2, then it may be joint with the

pressure into one potential summand
1
ρ

∇p′, where the reduced pressure will be given

by the following expression p′ = p+
1
2

ρ∇(Ω× r)2.

Let us introduce the following values of velocity U , linear dimensions of region L,
time L/U , pressure ρU2, magnetic induction L

√
ρµ/U . Then, in dimensionless variables

the system (1) will have the form:

∂v
∂ t

+(v∇)v = R−1
∆v−∇p′−2ε

−1 (ez×v)+(∇×B)×B+ f,

∂B
∂ t

= ∇× (v×B)+R−1
m 4B,

∇v = ∇B = 0,

(2)

where the dimensionless parameters R = UL/ν is the Rynolds number, ε = U/(ΩL) is
the Rossby number, Rm =UL/νm is the Rynolds magnetic number.

The system (2) must be supplemented by boundary conditions for the velocity and
magnetic field. The type of boundary conditions is not significant for this paper, so they
are not specified. These conditions are assumed to be linear and homogeneous.

One of the approaches to study the system (2) s the construction of Galerkin type few-
mode approximations [1]. It should be noted that different versions of dynamo mechanism
have the common fact that the source for the field B toroidal (poloidal) component is
the interaction of the poloidal (toroidal) component of the same field with a liquid flow
[5, 4]. Thus, it is assumed that the limit possible truncation, maintaining dynamo, is
the case with three modes – hydrodynamic, toroidal magnetic, and poloidal magnetic
ones.

Let us consider the problem of the choice of a single hydrodynamic mode. If the
representation v(r, t) = u(t)v0(r) is used for velocity field and Galerkin approximation
for the first equation is derived from the system (2), then the Coriolis approximation
term is equal to zero

ε
−1u(t)

∫
(ez×v0)v0dV = 0.

Thus, information on fluid volume rotation vanishes from the obtained approximation.
Owing to this fact, the authors think that the only way to keep the information on the
rotation in a velocity single-mode approximation is to use one of the eigen modes
of viscous rotating fluid free vibration as the mode. Than the information on the
rotation will be included into the streamline form of the considered mode and imaginary
component of its eigen value. The real part of this eigen value will determine the time
of mode viscous dissipation.

For the chosen nondimensionalization technique such methods are determined from
the solution of a spectral problem

ΛR−1v+R−1
∆v−∇p′−2ε

−1 (ez×v) = 0,

∇v = 0.
(3)
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This spectral problem must be closed by the same boundary conditions for the velocity
as the system (2) is.

From the mathematical point of view, the summand ∇p′ in this problem is the
projector of the divergence field 2ε−1 (ez×v) into solenoidal field space. It is also clear
that the problem is a one-parametric one, and is determined by the ratio R/ε – the
Coriolis number (Ekman reciprocal number).

As long as the spectrum of the problem (3) s complex, the eigen modes are also
complex fields. Thus, in the construction of a few-mode approximation, there is a
necessity to consider velocity complex modes and their complex amplitudes. We should
also note that if the pare (Λ0,v0) is one of the problem (3)solutions, then the pair

(
Λ∗0,v

∗
0
)

will also be the solution for it. Hereafter the asterisk (∗) denotes complex conjugation.
To present the magnetic field, real modes and their amplitudes are used. Thus, the
following presentations of real fields are used in the problem (2):

v(r, t) = u(t)v0(r)+u∗(t)v∗0(r),

B(r, t) = B1(t)b1(r)+B2(t)b2(r),
(4)

where b1(r) and b2(r) are some toroidal and poloidal magnetic modes, correspondingly.
Let us introduce a scalar product of complex vector fields by the formula

〈p,q〉=
∫

D
pq∗dV,

where integration is made by region D volume. We shall further believe that all the
considered modes are normalized in terms of the norm of this scalar product.

Galerkin approximation for the system (2), applying the expansion (4), has the form

du
dt

=C11u2 +C12uu∗+C22u∗2−R−1
Λ0u+L11B2

1 +L12B1B2 +L22B2
2 +F,

dB1

dt
=W11uB1 +W ∗11u∗B1 +W12uB2 +W ∗12u∗B2−R−1

m µ1B1,

dB2

dt
=W21uB1 +W ∗21u∗B1 +W22uB2 +W ∗22u∗B2−R−1

m µ2B2,

(5)

where Ci j, Li j, F, Wi j, µi coefficients are generally complex numbers which are the
following scalar products of vector fields:

C11 =−〈(v0∇)v0,v0〉 ,

C12 =−
〈
(v0∇)v∗0,v0

〉
−
〈(

v∗0∇
)

v0,v0
〉
,

C22 =−
〈(

v∗0∇
)

v∗0,v0
〉
,

L11 = 〈(∇×b1)b1,v0〉 ,

L12 = 〈(∇×b1)b2,v0〉+ 〈(∇×b2)b1,v0〉 ,

L22 = 〈(∇×b2)b2,v0〉 ,

F = 〈f,v0〉 ,

Wi j =
〈
∇×

(
v0×b j

)
,bi
〉
,

µ1 =−〈∆bT ,bT 〉> 0, µ2 =−〈∆bP,bP〉> 0,

(6)
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Developing the system (5) we considered [3], that toroidal and poloidal field spaces
are invariant relatively the Laplace operator, toroidal and poloidal field orthogonality as
well as Laplace operator positiveness.

The magnetic modes are assumed to ensure mutual generation of each other not
generating themselves. Mathematically it means that coefficients Wii = 0, and then the
equation (5) take on the form:

du
dt

=C11u2 +C12uu∗+C22u∗2−R−1
Λ0u+L11B2

1 +L12B1B2 +L22B2
2 +F,

dB1

dt
= (W12u+W ∗12u∗)B2−R−1

m µ1B1,

dB2

dt
= (W21u+W ∗21u∗)B1−R−1

m µ2B2,

(7)

Investigation of MHD equation system in Galerkin type few-mode

approximation for the presence of inversions

Inversion in any field under the consideration is expressed in corresponding mode
sign change, and the problem on determination of the conditions and parameters, when
magnetic field inversion takes place at the background of the absence of any inversions
in the velocity field of a viscous incompressible fluid, is reduced to the selection of such
coefficients in the system (7), that the mode B1(t) and B2(t) sign would change quite
frequently at quite long time intervals of modeu(t) and u∗(t) constant sign.

To simplify the transformations in the course of the study, coefficient notation
changes Λ = R−1Λ0, µ1 = R−1

m µ1, µ2 = R−1
m µ2 are introduced into the system (7) and it

is written as follows:

du
dt

=C11u2 +C12uu∗+C22u∗2−Λu+L11B2
1 +L12B1B2 +L22B2

2 +F,

dB1

dt
= (W12u+W ∗12u∗)B2−µ1B1,

dB2

dt
= (W21u+W ∗21u∗)B1−µ2B2,

(8)

Let us investigate the parameters of the obtained system (8), when magnetic field
inversion is possible in the condition of relative constancy of velocity field.

Knowing the mode u(t) and u∗(t) vales from the differential equation system formed
by the two last equations from (8), we determine the conditions when mode B1(t) and
B2(t) sign change may occur, i.e. the magnetic field inversion:

dB1

dt
= (W12u+W ∗12u∗)B2−µ1B1,

dB2

dt
= (W21u+W ∗21u∗)B1−µ2B2.

(9)

In the system (9) oscillations may appear only in the case when the solution has the
following form

Bi(t) = αiekit , ki ∈ C, (10)
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where ki is the complex root of the system (9) characteristic equation:∣∣∣∣ −µ1− k W12u+W ∗12u∗

W21u+W ∗21u∗ −µ2− k

∣∣∣∣= 0

with negative discriminant

D = (µ2−µ1)
2 +16ℜ(W12u)ℜ(W21u)< 0 (11)

where
u = ℜ(u)+ iℑ(u),
u∗ = ℜ(u)− iℑ(u),
W12 = ℜ(W12)+ iℑ(W12),
W ∗12 = ℜ(W12)− iℑ(W12),
W21 = ℜ(W21)+ iℑ(W21),
W ∗21 = ℜ(W21)− iℑ(W21).

On the basis of the condition (11), the range of mode u(t) values on a complex plane
is the range limited by a hyperbolic type line with a symmetry center at the beginning
of the coordinates. Generally, for any u(t) value from the given range, mode B1(t) and
B2(t) values may be randomly chosen that follows from the solution (10). Mode B1(t)

and B2(t)values are defined so that the equality B(t) =
√

B2
1(t)+B2

2(t) = 1 is satisfied
which will allow us to study the mutual change of mode B1(t) and B2(t) values as well
as the change of amplitude B(t) value.

If the dissipative terms (Λu, µ1B1, µ2B2) and external influence (F) are not taken
into the account in the system (8), the process of field mutual generation will be
continuous(Fig. 1). Elimination only of external influence from the system (8) depending
on parameter values of the equation will result in the process attenuation (Fig.2) or
continuous process (Fig.3).

Fig. 1. Visualization of system (8) computational solution without dissipative terms and
external influence (λ = 10−3, µ = 4).
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Fig. 2. Visualization of system (8) computational solution without external influence
(λ = 10−6, µ = 10−2).

Fig. 3. Visualization of system (8) computational solution without external influence
(λ = 10−7, µ = 10−3).

Conclusions

Galerkin type MGD equation system in the few-mode approximation (8), where the
external influence is not taken into the account for different parameter values, contains
computational solutions with inversions both in magnetic field and in velocity field of
a viscous fluid. There are cases of field attenuation and continuous mutual generation
which indicates the adequacy of the description of the Earth core processes within the
few-mode model.
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numerical solutions of models. The phase trajectory.
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Introduction

Construction of mathematical models, considering fractal properties of different envir-
onments, is of great theoretical and practical importance. For example, in a porous
geological environment (geo-environment), its fractal dimension, which affects the process
intensity, is interesting for the investigation due to the pore inhomogeneity and complicated
topology. These processes are generally called non-local ones or the process with
memory [1].

Non-local processes are described by mathematical modeling, by differential equations
of fraction orders. Derivative fraction orders are closely associated with environment
fractal dimension [2], and their functional dependence may be determined experimentally.

Environment fractal dimension may change depending on time and spatial value.
Thus, fraction derivative order is, generally, some function on time and spatial value, and,
consequently, it significantly complicates the equations describing non-local processes.
Solutions of such equations are found by numerical methods which may be implemented
in different computer software tools [3].

Parovik Roman Ivanovich – Ph.D. (Phys. & Math.), Dean of the Faculty Physics and Mathematics,
Vitus Bering Kamchatka State University, Senior Researcher of Lab. Modeling of Physical Processes,
Institute of Cosmophysical Researches and Radio Wave Propagation FEB RAS.
©Parovik R.I., 2014.
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Definition of the problem

It is necessary to find the bias function u(t) Investigation of oscillations in a fractal
environment will be carried out according to the following equation of the variable
fraction order:

∂
α(t)
0t u(η)+A(t)u(t) = 0, u(0) = u0, u′ (0) = 0, 1 < α (t)< 2,0 < t < T, (1)

where ∂
α(t)
0t u(η) =

1
Γ(2−α (t))

t∫
0

u′′ (η)dη

(t−η)α(t)−1
is the Gerasimov-Caputo fraction order

derivative, A(t) is some function, u0 is the known value.
The dynamic system (1) when α (t) = α − const may have, for example, one of the

following forms:

1) The equation (1) when A(t) = ωα transforms into the fractal oscillator equation [4]
and in terms of Gerasimov-Caputo fractional differentiation operator [5].

2) In the case when in the equation (1), the relation A(t) = a+bcos(ωt) is satisfied, we
come to the equation of fractal parametric oscillator [6]-[7].

3) If (1) is put into the equation A(t) = t, we come to the equation of Airy fractal
oscillations [8].

In a more general case, when α = α (t), the equation (1) may be solved by the finite
difference method. We introduce τ as a sample spacing, and t j = jτ, j = 1,2, ..,N, Nτ = T ,
u( jτ) = uk. Then fraction order derivative in the equation (1) may be approximated as
follows [3]

∂
α(t)
0t u(η) =

τ−α j

Γ
(
3−α j

) j−1

∑
k=0

[
(k+1)2−α j − k2−α j

](
u j−k+1−2u j−k +u j−k−1

)
. (2)

Substituting the formula (2) into the equation (1) and after some transformations we
obtain a clear difference scheme:

u j+1 =
[
2−A j

/
B j
]

u j−u j−1−
j−1

∑
k=1

bk
(
u j−k+1−2u j−k +u j−k−1

)
, (3)

where bk = (k+1)2−α j − k2−α j , B j =
τ−α j

Γ
(
3−α j

) , u1 = u0.

Numerical modeling

For simplicity, assume u0 = 1. Consider some dynamic systems according to (1).
1.Fractal oscillator. Consider the case α (t) = α − const and A(t) = A− const. On

the basis of Maple system, simulations for (3) and solutions are constructed.
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Fig. 1. a) simulations calculated by the formula (3) (red line) and exact solution – (blue
line) for parameter values A = 1,α = 1.8, t ∈ [0,6π]. b) phase trajectory

It is clear from Fig. 1a that the scheme of (3) approximates well the exact solution
of (4), and the oscillations attenuate. It is confirmed by the phase trajectory which has
a stable focus (Fig. 1b).

2. Fractal oscillator with the variable parameter α. Consider the case when in

the solution of (3) α (t) =
(1− ε−δ )cos(t ·m)+ ε−δ +3

2
and A(t) = 1, where δ and ε

determine the range for parameter α (t) change: 1+ε < α < 2−δ , and δ +ε < 1,δ ,ε ≥ 0,
m is the arbitrary number [5].

Fig. 2. a) simulation of the equation (1) solution when α (t) =
(1− ε−δ )cos(t ·m)+ ε−δ +3

2
; b) phase trajectory

It is clear from Fig. 2а that the oscillation process attenuates, but in comparison to
the previous case (Fig. 1b), phase trajectories are deformed (Fig. 2b). This fact indicates
that the process attenuates slower in this case.

3. Airy fractal oscillator. Consider the case when

α (t) =
(1− ε−δ )cos(t ·m)+ ε−δ +3

2
,A(t) = t.

The following parameters were chosen for the problem: m = 7, ε = 0.69, δ = 0.003,
a = 1.8, ω = 3.
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Fig. 3. а) simulation b) phase trajectory

It is clear in Fig. 3a that the oscillation process attenuates fast, and the phase
trajectory (Fig. 3b) is bent, but close to a stable focus. Such a behavior of the solution
agrees well with the results obtained earlier [7].

When hereditarity properties are taken into the account in the model equation (1),
it results in fast dissipation of oscillating system energy and time decrease to its full
relaxation.

4. Fractal parametric oscillator. Consider the case when α (t)= (1−ε−δ )cos(t·m)+ε−δ+3
2

and A(t) = a+ bcos(ωt). The following parameters were chosen for the problem: m =
7, ε = 0.69, δ = 0.003, a = 1.8, ω = 3.

Fig. 4. Phase trajectories a) - b = 0.9 ; b) - b = 1; c) - b = 1.2

We should note that phase trajectories in Fig. 4 confirm the possibility of application
of fractional calculus in the description of non-linear effects. Actually, the phase trajectory
in Fig. 4a twists clockwise, and a singular point is a stable focus.

In Fig. 4b, phase pattern changes; first, the trajectory twists clockwise, and then
it untwists from some moment of time. Culmination of such a transition is the phase
trajectory in Fig. 4c, on which it is clear that the phase trajectory untwists, i.e. it is an
unstable focus.

5. Generalized fractal parametric oscillator. Consider the case when α (t) =
(1− ε−δ )cos(t ·m)+ ε−δ +3

2
and A(t) = a+ bcosβ (ωt), cosβ (ωt) = Eβ ,1

[
−(ωt)β

]
=

∞

∑
k=0

(−1)k (tω)βk

Γ(βk+1)
is Mittag-Leffler type function. The following parameters were chosen

for the problem: m = 7, ε = 0.69, δ = 0.003, a = 1.8, ω = 3, β = 1.2.
It is clear in Fig. 5 how the phase pattern changes in comparison to other cases.

Besides the non-linear effects as in case 4, phase trajectory compresses significantly.
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Fig. 5. Phase trajectory (case 5)

Conclusions

We should note, that in contrast to the paper [5], phase trajectories in this paper are
built in plane [u(t) ,u′ (t)], not in plane [u(t) ,∂ α−1

0t u(η)]. That is why we do not observe
here the effects associated with multiple reversal point in the center of phase plane.

The paper was carried out within the Project №12-I-OFN-16 “Fundamental problems
of powerful radio wave effect on the Earth atmosphere and plasmasphere” and the
Program of strategic development of V.Bering Kamchatka State University for 2012-
2016 supported by the Ministry of Education and Science of the Russian Federation.
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The paper investigates possible sources of Kamchatka whistlers in March and September
2013. Applying the data from WWLLN and AWDANet worldwide networks, it is shown
that statistically significant sources may be located in the global lightning centers.
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Introduction

Every lightning discharge occurring in the Earth atmosphere forms an electromagnetic
pulse distributed in a wide frequency range. In particular, this pulse appears in the
very low frequency range (VLF) where it is called an atmospheric [1]. Besides the
atmospherics, signals having a characteristic saber-like form in spectral-time diagram
also appear in VLF range radio signals. An example of such a signal is shown in Fig.1.

An acoustic analogue of a signal with such a spectrum is whistle, so they are called
whistling atmospherics or whistlers. Just like atmospherics, whistlers are associated
directly with lightning discharges.
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Fig. 1. Whistler typical imaging in spectral-time diagram of VLF signal.

The mechanism for whistler generation was suggested in the classical paper by
Storey [2]. According to this theory, an atmospheric with the power of v 20 GV
initiated by a lightning discharge propagates in the Earth-ionosphere waveguide. It
almost does not dissipate, and may pass considerable distances with slight deviation
of v 1 dB/Mm. However, some part of the atmospheric energy may penetrate through
the ionosphere and enter the magnetosphere. In irregular anisotropic magnetospheric
plasma, the electromagnetic wave undergoes frequency dispersion. As a result, pulse
is transformed into a complicated signal with saber-like frequency-time characteristic
determined by field line strength and plasma density along the trajectory in the magneto-
sphere. The fact that the whistler form depends on plasma distribution and field intensity
makes it a natural marker of the Earth plasmasphere state and an interesting object in
cosmic weather system.

According to the described mechanism, the most possible lightning source of a
whistler may be located either in the vicinity of the point of its registration or in
the vicinity of a magnetically conjugate point. In the first case, a whistler which
passed the magnetospheric channel an even number of times is recorded; in the second
case, a recorded whistler passes the channel uneven number of times. Nevertheless,
whistler drift in the magnetosphere between different waveguides and registration of
"outside"whistlers are theoretically possible [1].

The favorable conditions for VLF signal penetration into the magnetospheric channel
are in high latitudes where field lines are almost vertical and field intensity is higher [3].
We should also note that whistler drift between the tubes is possible if a wavelength
is comparable with a duct width. [4, 5]. Thus, in spite of the fact, that most of the
lightning occur in the low latitude regions (tropics and subtropics), whistler sources are
mostly located higher along the geomagnetic latitude. We may even suppose that there
is a cutoff latitude for whistlers at the level of about ±16◦ of the latitude [6, 7].

While the mechanism for whistler generation does not arouse a discord among the
specialists, lightning source region parameters and geometry are debatable problems.
It is the most natural to suppose that the source must be symmetrical relative to the
entry point into the magnetosphere, and the penetration efficiency must decrease with
distance from this point. Nevertheless, it has been stated in a number of papers that
the penetration efficiency is shifted relative to the entry point in the direction of the
geomagnetic pole [8, 9]. Also, there is no one opinion about the region dimensions.

The present paper investigates the question, if "outside"whistlers are recorded in
Kamchatka.
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Initial data

The detailed information on the distribution of lightning discharges occurring on
the Earth is contained in the databases of the World Wide Lightning Location Network
(WWLLN). This network was founded and developed by the specialists of Washington
University, Seattle, USA (http://webflash.ess.washington.edu/).

The network gives quite an accurate display of global lightning activity. It records
discharges with heavy currents and registers the first stroke in a multi-flash. For
every stroke, time and geographical coordinates are recorded, where time and space
distributions are about 3×10−5 s and 10 km, correspondingly [10]. The network includes
about 80 receiving stations determining lightning location all over the globe, located at
paired distances from several meters to 10,000 km. Distribution of the world wide
network stations is shown in Fig. 2.

Fig. 2. Distribution of WWLLN network receiving stations. The image is taken from
the site http://webflash.ess.washington.edu/

WWLLN identifies cloud-ground (CG), cloud-cloud (CC), and inter-cloud (IC) lightning
discharges, but does not distinguish them [10]. Comparison of discharge detection
efficiency by WWLLN and by a number of regional networks showed that WWLLN
allows us to obtain representative information on lightning activity in planetary scale
[11, 12].

The receiving stations register radiation arriving via the Earth-ionosphere waveguide
with the maximum at the frequency of 10 kHz (30 km wavelength). To locate a lightning,
three stations surrounding this lighting are enough. Spectrograms are updated every
10 minutes on the page http://webflash.ess.washington.edu/spectra.html. One of the
stations of this network is installed at the Institute of Cosmophysical Research and
Radio Wave Propagation (IKIR) FEB RAS in Kamchatka. WWLLN data allow us to
make a time sequence, an ascending sequence of lightning stroke random moments, for
a chosen geographical region.

Automatic Whistler Detector and Analyzer systems’ Network (AWDANet) was developed
for global whistler detection on the Earth. This network was founded and developed
within several international projects under the direction of the specialists from Eotvos
University, Budapest, Hungary [13]. AWDANet has been recently extended by a far-
eastern Karymshina station, Kamchatka, Russia (LAT 52.83, LON 158.13, L=2.13). The
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activity of whistlers recorded in Kamchatka is unusually high. During the first five
months of the operation, more than 200,000 whistlers were recorded. AWDANet system
was completed by PLASMON automatic analyzer (http://plasmon.elte.hu). It is based
on the recently developed model for whistler inversion [14], that allowed us to make the
process of whistler analysis automatic not only for events with a single whistler arrival
but also for complex analysis of multiple path propagating whistler groups. Distribution
of AWDANet stations is shown in Fig. 3.

Fig. 3. Distribution of AWDANet receiving stations. Red and green dots correspond to
active stations. Blue dots are the stations planned to be installed. The image is
taken from the site http://plasmon.elte.hu

To detect whistlers automatically considering regional peculiarities of their dispersion
curve, a detection algorithm was developed at IKIR FEB RAS [15, 16], the basis of
which is a method of two-dimensional correlation of an initial signal spectrum and a
model signal spectrum. The system based on this method consists of a detector and a
determining factor, an adaptive threshold. The detector performs the two-dimensional
correlation of signal fragment spectrum in a 4-second time window. The adaptive
threshold is some average value. If its «normal level» is exceeded, a preliminary conclusion
is formed that the signal contains a whistler. The detection algorithm is realized in the
neural network operating automatically.

Analysis technique

The statistical relation between Kamchatka whistlers and lightning discharges from
a given geographical region was analyzed by the correlation method.

Whistler time series Wt was composed, it is a number of whistlers registered per
a period of time [t; t +∆t]. For the given geographical region, lighting discharge time
series Lt , registered in this region for the same period of time, was composed from
WWLLN network database. The sampling interval ∆t was 1 min and 15 min for two
variants of comparison. Since the sampling interval was larger than the time of signal
propagation from the lightning source to the point of whistler registration even for the
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case of multiple propagation in the magnetosphere, cross-correlation between the series
was calculated only for the time zero shift.

The characteristic peculiarity of the analyzed time series is the presence of large
spikes, the number of events may sharply change in neighbor time samples from zero
to hundreds. It is known that the usually applied Pearson correlation coefficient is very
sensitive to such spikes, just like any other characteristic based on average values.
Moreover, if the correlation coefficient is small, then it is possible to conclude that
series are independent only in the case of Gaussian statistics that is not correct for the
analyzed series due to the presence of large spikes. In the case of strong but considerably
nonlinear relation, the correlation coefficient may be small and even equal to zero.

To repress the effect of large spikes in the investigation of the relation between
whistlers and lightning, data are sometimes roughened to Boolean values. In this case,
if the interval contains discharges or whistlers, the time series sample is assigned the
value 1; in other cases, it is 0 [17, 18].

Another way to obtain robust estimations is the application of real, not Boolean,
values of time series with calculation of Spearman rank correlation coefficient. It is
the correlation between value ranks in data series and it is stable to its monotonous
transformations [19]. In particular, sharp spikes do not affect it. It is supposed that
application of rank correlation allows us to obtain reliable statistical conclusions, from
one side, and not to loose the information in Boolean roughening, from the other.

Analysis results

Two time intervals were under the analysis: 1-11 March 2013, and 1-30 September
2013. In the first case, rank correlation was estimated; in the second case, series were
roughened to Boolean values.

Consider the analysis results for each case in detail.
In the first case, we carried out lightning sampling to make a series Lt for large

geographical regions: Kamchatka (LAT 43N-63N LON 150E-170E), Australia (LAT 25S-
45S LON 140E-160E), American (LAT 0N-45N LON 40W-110W), African (LAT 10S-
20N LON 15W-45E), Indonesian (LAT10S-30N LON 100E-130E) lightning centers.
Sampling interval is 15 min.

Fig. 4-5 show intensity rate series of whistlers and lightning discharges, normalized
to the maximal number of events for the analyzed period for magnetically conjugate
points.

Fig. 4. Intensities of whistlers in Kamchatka and lightning discharges in Kamchatka.
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Fig. 5. Intensities of whistlers in Kamchatka and lightning discharges in Australia.

Visual comparison of these series shows a certain relation between the rates. For
example, there is a clear relation of the sharp increase in whistler intensity on 9 March
with Kamchatka lightning. Further correlation analysis determined an spike of whistler
number on March 2 which coincides with the increase in discharge intensity in America,
Africa, and Indonesia. It is difficult to separate them visually. Consider the results of
calculation of rank correlation shown in Table.

Table

Rank correlation between whistler and lightning discharge rates

Date, time Kamchatka America Africa Indonesia Australia
01.03.13 5:45-9:15 0.25 0.37/0.2 -0.44 -0.35 -0.16
01.03.13 9:45-13:00 – -0.64 0.42/0.15 0.06 -0.19
01.03.13 13:15-19:00 – -0.31 -0.23 -0.38 -0.38
02.03.13 7:30-12:15 – -0.54 -0.34 -0.34 -0.34
02.03.13 12:30-21:00 -0.06 0.24 0.62/0.0001 0.43/0.01 -0.28
03.03.13 8:00-15:00 – 0.06 0.06 -0.37 -0.05
04.03.13 10:45-20:30 – -0.26 -0.61 0.18 0.35/0.03
05.03.13 14:30-22:00 – -0.21 -0.05 0.23 0.34/0.1
06.03.13 5:30-14:00 -0.17 0.2/0.25 -0.08 -0.26 -0.3
08.03.13 2:15-5:15 0.05 -0.04 0.46/0.15 -0.62 0.11
09.03.13 4:45-13:45 0.08 -0.57 0.14 -0.65 –
09.03.13 14:15-23:15 0.57/0.0005 0.005 -0.34 0.26 0.06
10.03.13 4:00-13:00 -0.25 -0.47 0.29 -0.29 -0.17
10.03.13 13:15-22:15 0.42/0.01 0.02 0.14 0.09 –
11.03.13 5:00-11:30 -0.59 -0.36 0.56/0.005 0.09 –

The first column contains time intervals with increases in whistler rates, and the
following ones contain the correlation coefficient values between the whistlers and
lightning discharges during these intervals. The significant levels of positive correlation
are marked by bold type and splashes separate the significance levels on which the
hypothesis on non-correlatedness is rejected.

It is clear that there were significant positive correlations of whistler rates with
lightning discharges in Kamchatka (9 and 10 March), in Australia (4 and 5 March), in
the American source (1 and 6 March), in African source (1, 2, 8, and 11 March). It is
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difficult to attribute the spikes on 3, 9 and 10 March to one of the given sources; their
sources are likely to be located in other regions.

Now, consider the analysis results for the second time interval on 1-31 September
2013.

The analysis was carried out according to the method described in the paper [17].
The Earth surface was separated into the regions of 3×3 degrees, and a time series Lt
of lightning discharge number per 1 min was formed for every region. The same time
series Wt was composed for Kamchatka whistlers. Then correlation coefficient between
the series, roughened to Boolean values, was calculated.

The hypothesis on zero correlation for the considered series with the significance
level γ = 0.05 is rejected for the correlation sample value of 0.011. Fig. 6 illustrates the
correlation coefficient distribution for those elements of the grade grid, where its value
exceeds the significance limit.
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Fig. 6. Distribution of correlation coefficient between the series of Kamchatka whistlers
and lightning discharges on the grade greed of 3× 3. Red rhombs indicate
the location of Kamchatka observatory (LAT 52.97N LON 158.25E) and the
magnetically conjugate point in Australia (LAT 36.77S LON 149.40E). The cell
color corresponds to correlation coefficient values. In white colored cells, the
correlation is insignificant.

It is clear from this distribution that during the considered time interval, correlation
between the Kamchatka whistlers and lightning in the Australian conjugate point was
not observed. Nevertheless, there is correlation between the whistlers and the activity
of Indonesian and American lightning centers.
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Conclusions

Analysis of whistler intensity series for the periods 1-13 March 2013, and 1-30
September 2013, recorded in Kamchatka, showed that the registered signals may have
lightning sources both from "Kamchatka"magnetic field tube and from other regions.
Kamchatka and Australia lightning did not dominate as it might be expected. The
possible explanation of this fact is that lightning intensity in American, African, and
Indonesian sources was significantly higher during the considered periods than that in
Australia and, especially, in Kamchatka.
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LOCATION OF THE SOURCE OF THE
GEOMAGNETIC FIELD GENERATION
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Using well-known data on the structure of the geomagnetic field it is shown that its
generation source is located at the boundary between the Earth inner and outer cores, most
likely, in the F-layer.

Key words: geomagnetic field, generation source location

Introduction

As generally accepted in geodynamo model the geomagnetic field dipole source is
located in the outer core, closer to the boundary with mantle or at the boundary itself.
As a rule, the question on the location of the generation source is not usually discussed
in Geomagnetism, nevertheless, some attempts to determine the source size (depth of is
location in Earth radius fractions R) are known. It is possible to estimate it on the basis
of available data on geomagnetic field structure. Several methods to estimate the size
of geomagnetic field generation source are considered and compared with the results of
similar estimates obtained by different authors.

Computer model

Computer modeling of the geomagnetic field by a set of current loops was carried
out in a number of papers by L.R. Alldridge [1]-[4], as well as in the paper [5]. The
optimal number of loops and the radius of their arrangement were obtained. In all these
investigations the unequivocal result that the source of the geomagnetic field is located
at the radius a = 0.2 R, where R is the Earth radius was obtained.

Kuznetsov Vladimir Valeryevich – Dr. Sci. (Tech.), Leading Researcher comprehensive geophysical
observatory «Paratunka», Institute of Cosmophysical Researches and Radio Wave Propagation FEB RAS.
©Kuznetsov V.V., 2014.

48



Location of the source of the geomagnetic field generation ISSN 2313-0156

Estimation based on the dipole size

The size of the Earth magnetic field generation region was estimated by Zhizhimov
O.L. [6] on the basis of spherical coefficient analysis. Here the author supposed that the
expansion of the field by the spherical functions on the Earth surface and the expansion
of this field on the small-parameter such as the ratio of the source size to the distance
to it are equivalent. Knowing the value of the small parameter, it is possible to estimate
the source characteristic size if one assumes that the source generates only the lowest
multipoles in the form of magnetic charges, dipoles, and quadrupoles.In modeling on
even and uneven harmonics of the geomagnetic field expansion, the unequivocal result
that the depth of magnetic field generation turned out to be equal to x = a

/
R = 0.2R

(R is the Earth radius) was obtained. This approach is considered in detail below.
The simplest model for a source with a dipole moment is a system of two opposite

charges arranged symmetrically relatively the Earth center. The potential of the dipole
with the finite size (distance between the charges is 2) is: Рассмотрим этот подход
немного подробнее.

V (~R) = ∑
lm

Almlem(~R), (1)

where coefficients Alm are linearly related to the standard harmonic coefficients by:

(−1)m R
2

√
2π

2l +1
(gm

l + ihm
l ), Al0 = R

√
2π

2l +1
g0

l , Al−m = (−1)mAlm. (2)

Model dipole parameters lead to the following expression:

x =

{
A+

3 C3 + C+
3 A3

2C+
3 C3

}1/2

, (3)

that is the estimation of dipole eigen size. Here, composed of A3 and C3 coefficients
the column matrixes are implied under A3m,C3m. Значок “+” sign means Hermitean
conjugation. Numerical values of x are shown in Fig. 1.

Fig. 1. Model source size for dipole (1) and quadrupole (2)

Estimation by the distance between virtual magnetic poles (VMP)

Estimating the non-dipolarity degree of geomagnetic field source Kuznetsov V.V.
[7]investigated the relation of the distance between two different VMP and this between
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the points of their observation. If all VMP are at the same point, then the geomagnetic
field is dipole. If the distance between two VMP is equal to this between the points
where the poles were determined, it would show the absence of dipole character of the
field and the inclination of a line in Fig. 2-a would be equal to 45˚.

Fig. 2. The distance between virtual magnetic poles, determined at the observatories and
the distance between these observatories L – a; b - the relative root-mean-square
deviation s from the VMF average coordinates related to L.

In fact, this angle is significantly less, which indicates the dipole character of
geomagnetic field. Taking the distance L between two observatories, i.e. points of VMP
determination, to be equal to the Earth radius RE , then the distance between VMP is
0.2 RE , that is equal to the inner core radius RG (Fig. 2-a). It confirms once more the
validity of former estimations.

Fig. 2-b illustrates the variation of relative root-mean-square deviation σ from VMP
average value (σ/∆VMP) with the distance L. The curve in Fig. 2-b consists of three
parts, marked by I, II, III. In part I the sharp changes of σ/∆VMP are observed. Most
likely, it is explained by the fact that when the distance between the observatories is
short (L < 700 km), magnetic anomalies, natural for the Earth crust, have their impact.
In part II, the decrease of σ/∆VMP is due to the increase of depth factors effects over
the crust ones. In part III (L > 2500 км) a smooth decrease of σ/∆VMP associated with
the decrease of depth source effect during the increase of an averaging interval (the last
point on the curve L≈ 9000 was obtained by averaging of 16110 values) is observed.

Estimation by spatial dimension of anomaly

In our model global magnetic anomalies (GMA) are presented by magnetic dipoles.
It is known that if it is a central dipole (its center is on the Earth rotation axis), then
its components are:

Z = (2m/4π)× cos
(
θ
/

r3) ,H = (m/4π)× sin
(
θ
/

r3) , (4)
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where m is the dipole moment, and θ is the angle between a vector, directed to the
point on the Earth surface where the dipole is pointing at and Z = max , and a vector,
directed to the point where one intends to determine the dipole field values (Fig. 3).

Fig. 3. Estimation of the Earth radius part appropriate to the region of the source of
the magnetic anomaly field generation

It follows from the figure that on the maps of geomagnetic field E- and N-components,
we observe their maxima and minima distant from the dipole center (we should note,
that there are such maxima and minima on maps indeed). If we succeeded to estimate the
distances (in geographic degrees) from the dipole center to these component maxima,
we would be able to estimate the depth where GMA generation takes place. We are
interested in angle, but to estimate x value (Fig. 3) we use the values of θ and α angles
(in geographic degrees). Note that GMA dipole field coordinates do not coincide with
the central dipole form. Equating the Earth radius to a unit (R = 1), supposing that:

Hθ = sin
(
θ
/

r3)= max .

and taking the obvious relation: sin(θ) = sin(α/r), we obtain:

Hθ = sin
(
θ
/

r4) .
If β (β = θ −α) is the angle between Hα and Hθ vectors , then Hθ value should be
multiplied by: cos(β ) = (1− xcos(α))

/
r.

It results in:

Hα = sin(α)(1− xcos(α))
/

r5,r =
(
1+ x2−2xcos(α)

)1/2 . (5)

Having determined α values for GMA and for secular variation current focuses from
the maps of the Earth magnetic field E- and N-components, x average value equal to
x = 0.2(±0.1)R. is obtained.

Estimation of the source location by geomagnetic spectrum

Geomagnetic field spectrum was studied in the papers [8]-[10]. Geomagnetic field
spectrum is the variation of geomagnetic field root-mean-square intensity Rn, estimated
on the Earth surface (Rn dimension is given in (nTl)2) as a sum of n-th power harmonics
from the harmonic number:

Rn = (n+1)
n

∑
m=0

[
(gm

n )
2 + (hm

n )
2]. (6)
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In the paper [9], a set of Rn values is presented in a table from which it is clear that
the main part of the field intensity (95%) is concentrated in the region of geomagnetic
field generation (dipole field) with n = 1 harmonic. The spectrum pattern is a declining
curve for the harmonics with the power from 1 to n = 13. For the harmonics of the
higher order, the curve is horizontal.

Rn = 1.349×109(0.270)n(nT )2. (7)

Estimating the shape of geomagnetic field spectrum relative to the core-mantle
boundary, it was shown [8]-[9] that Rn coefficients decrease smoothly to a certain
n value corresponding to that boundary and then they begin to increase. The nature of
Rn increase is not quite clear. This increase (dots on Fig. 4-b) does not fit the formula
(7).

Fig. 4. Estimation of geomagnetic field energy value depending on the Earth radius
(a) [9], on the number of spherical harmonic (b) for the inner core surface,
geomagnetic field spectrum () for two spheres with Rc radius [10]

The authors [9]) try to explain this phenomenon by a possible effect of the crust
and mantle magnetic fields. Most likely, the spectrum steepening determined in some
papers is associated with a computational algorithm which does not take into account
the fact that determined for the Earth surface Gauss coefficients gm

n and hm
n were applied

to estimate the spectrum on inner spheres. It is equivalent to the situation when, for
example, some function limited by a defined interval would be expanded in a series
of polynoms and then the expansion final level would be transferred into the interval
defined for this function. Here similarly the coefficients for the harmonics series which
does not fit a new interval will increase as the harmonic number grows, whereas they
decreased within the limited interval discussed earlier.

Rn is the total root-mean-square contribution into the vector range of all harmonics
with n power. Rn calculated according to IGRF 1980 data applying equation 6 ([10])
is shown in Fig. 4-c. The regression line decline (solid line) yields the core boundary
radius of 3300 km. The dashed line passing through the first two harmonic coefficients
is a spatial spectrum of magnetic field source located in the inner core.
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Modeling by magnetic dipoles and current loops

In modeling an iterative damped Newton-Gauss method was applied to minimize an
efficiency function. Square of an averaged over the Earth surface residual field, that
is the difference between the model and the observed ones, was used as the efficiency
function [11].

It was shown that the most optimal generator is a differential current system with
a short distance between circular loops. By the search of current loop dimensions
and arrangement, and values of magnetic dipoles on the Earth inner spheres, it was
determined that the main (prevailing) part of the Earth magnetic moment is generated
in the volume adjacently surrounding the inner core (RG = 0.2 RE). The most optimal
number of current loops additional to the central axial dipole is four, as well as four
global magnetic anomalies are observed. The geomagnetic field configuration of the
central dipole and four dipoles (current loops) as most corresponding to the observable
one (Fig. 5) is obtained if the calculated geographic coordinates of dipoles do not coincide
with the coordinates of GMA dipoles which vectors are at some angle to the inner core
surface.

Fig. 5. Geomagnetic field structure for different number of dipoles located on the sphere
of the radius = 0.2 R
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In the table the dipole directions are indicated by errors, and the dipole field moduli
(Md) are given in Tesla per volume (3×1015).

Table

Dipole Central Canadian Siberian Brazilian Southern
Coordinates 78.3˚ S106˚ E 60˚ N 90˚ W 60˚ N 120˚ E 15˚ S 90˚ W 70˚ S 150˚ E
Calc. coord. 63.3˚S25.3˚ E 24˚N 62.8˚W 45 ˚N 66.8˚ E 69.1˚S9.9˚ W 72.5˚S133˚ E
M.d.×1015Тм3 7.8 1.8 2.4 4.3 2,5
Dip. direct. ↓ ↓ ↓ ↑ ↓

As clear from the table the moduli of the central dipole and GMA are comparable-
sized, and the moduli of three anomalies enhance the main field, whereas the modulus
of the Brazil anomaly decreases it.

Conclusion

All well-known methods for estimation of the source location result in: the geomagnetic
field is generated at the boundary of the inner core. This fundamental result contradicts
the geodynamo classical model. The boundary between the inner (G) and the outer (E)
cores is easily detected by seismological methods. With real thickness of about 100 km
the boundary is called the F-layer.

The distribution of P-waves velocities in the F-layer allows to suppose that the first-
order phase transition takes place here. It means that electric charges may be generated
in the layer with their separation during mass transfer and double electric layer appears.
Taking into account these conditions, it is real that the geomagnetic field is generated
just in this layer.
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In this paper we generalize the law of Bouguer-Lambert in the case of a homogeneous
fractal. With detailed analysis in terms of d-output operator generalized law of Bouguer-
Lambert-Beer law, which in particular includes the classical law of optics Bouguer-Lambert-
Beer.
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Introduction

Suppose, there is a fractal xα in a three-dimensional Euclidean space, it has fractional
dimension Euclidean space, it has fractional dimension α for which the equations 0 ≤
α ≤ 1 are true, along the x axis. The fractal is assumed to be isotropic and homogeneous,
i.e. its dimension is constant α = const and does not depend on space coordinates and
time. Moreover, the topological properties are assumed to be independent on space and
time.

Fractal xα points lie on the transversal axis. Axis x points, not belonging to the
fractal, belong to a conjugate fractal x1−α , with the dimension 1−α = const, 0≤ 1−α ≤
1, which is also a homogeneous fractal. In its turn, the fractal xα is a conjugate one
relative to its conjugate fractal x1−α . On x coordinate, the points of the fractal and the
conjugate fractal are related as

xα ∪ x1−α = x;xα ∩ x1−α = /0.

The second relation will be further called the property of fractal orthogonality, from
which it follows that most of the physical processes occurring in the fractal and in the
conjugate fractal may be independent, not affecting each other. In particular, interaction
of electromagnetic radiation with the fractal and the conjugate fractal may refer to such
processes.

Churikov Viktor Anatolyevich – Ph.D. (Phys. & Math.), Associate Professor Dep. of Mathematics,
Tomsk Polytechnic University.
©Goryushkin A.P., 2014.
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Definition of the problem

Damping of electromagnetic radiation beam in a continuum is described by the
differential equation which describes absorption of a light beam in a medium propagating
along the axis x [1]

dI =−kIdx.

Here I is the intensity of the radiation along the space coordinate ; k is the coefficient
of beam attenuation in a medium.

If the continuum is composed of the combination of the fractal and the conjugate
fractal, which have different physical-chemical properties, the processes of photon interaction
will be different, and the corresponding differential equation describing photon beam
attenuation may be written in the form of the ratio

dI ∝ (−ταkα Idxα)∪ (−τ1−αk1−α Idx1−α). (1)

Here dxα dx1−α and are differentials on the points of the fractal xα and the conjugate
fractal which lie on the axis x; kα is the attenuation linear coefficient in the fractal
which may be represented as the sum kα = kα|A(λ ) + kα|D(τα) + kα|S(τα), kα|A(λ ), is
the absorption coefficient which depends on the wave lengths of photons λ and on
other factors, kα|D(τα) is the inner diffraction coefficient which describes diffraction on
fractal inner structures and depends on geometric and topological features of the fractal,
i.e. on τα , kα|S(τα) , is the inner scattering coefficient on the fractal irregularities
which also depends on τα ; τα is the topological coefficient of the fractal space for
the considered process [2], 0 ≤ τα ≤ 1; k1−α is the attenuation linear coefficient in
the conjugate fractal, which, just like in the fractal, may be presented as the sum
k1−α = k1−α|A(λ )+ k1−α|D(τ1−α)+ k1−α|S(τ1−α); k1−α|A(λ ) ; k1−α|A(λ ) is the absorption
coefficient in the conjugate fractal, k1−α|D(τ1−α) is the inner diffraction coefficient in the
conjugate fractal, k1−α|S(τ1−α) is the inner scattering coefficient on the conjugate fractal
irregularities; τ1−α is the topological coefficient of the conjugate fractal, 0≤ τ1−α ≤ 1.

The topological coefficients τα , and τ1−α depend on the definite topological and
geometric properties of the fractal and the conjugate fractal.

When the considered process is impossible due to the topological properties, the
process is topologically forbidden, then τα = τ1−α = 0. The considered process is realized
only through the fractals which topological coefficients are nonzero. Thus, if the topological
coefficient of at least one the fractals is nonzero, the considered process is topologically
allowed in this medium.

For the inner diffraction coefficients of the fractal and the conjugate fractal, the
equality kα|D(τα) = k1−α|D(τ1−α). must hold.

This equality holds since the fractal and the conjugate fractal share the boundary on
which inner diffraction takes place. Thus, any of these two coefficients may be put into
the relations, which contain them.

Strictly speaking, we may not put the sign of equality into the relation (1), since
the physical dimensions of the left and the right parts are not the same in the equation
during such a change

[dxα ] = Lα ; [dx1−α ] = L1−α ; [dx] = L.
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Due to the same reason, the term values in the right part may not be added. That
is why, the sign of proportion ∝ is put instead of the one of equality, and the sign of
union ∪ is put instead of the addition.

For the differentials on the fractals, dx = dxα ∪dx1−α will be true.
Due to the orthogonality of the fractal and the conjugate fractal, the orthogonality

property will be also true for the differentials

dxα ∩dx1−α = /0.

Obtaining the solution

At first, to obtain the solution we divide the variables and put them under the
integral. ∫ dI

I
∝ (−ταkα

∫
dxα)∪ (−τ1−αk1−α

∫
dx1−α). (2)

Transform the right part so that the both terms are consistent qualitatively and
quantitatively between each other and are consistent with the lift part.

In order to do that, the right part should be brought to the same scale and to the
same physical dimension with the left part. The first term in the right part should
be multiplied by the dimension transformation coefficient x1−α , and the second term
should be multiplied by the dimension transformation coefficient xα , which brings
the dimension of the right part to Euclidean space dimension where the fractal and
the conjugate fractal are. Physically, it corresponds to the situation when we consider
photon beam propagation along all the points on the axis x, some part of which belong
to the fractal, and the rest belong to the conjugate fractal.

Then the first term in the right part should be multiplied by the fractal scale
coefficient α2Γ(α) , and the second term should be multiplied by scale coefficient of
the conjugate fractal (1−α)2Γ(1−α). These coefficients bring the beam propagation
length to the fractal effective thickness and to the conjugate fractal effective thickness
(1−α)x which in the one-dimensional case are αx and (1−α)x, correspondingly.

In the result, the transition from integration by the fractal of dimension α to the
integral of fractional order α on the basis of d-operator is reduced to the change∫

dxα → α
2
Γ(α)x1−α

∫
dαx,

∫
dx1−α → (1−α)2

Γ(1−α)xα

∫
d1−αx.

Here
∫

dαx and
∫

d1−αx are the integrals of fractional orders α and α−1 ; Γ(...) is
the Euler gamma function.

After the transformations, the both terms in the right part may be added and equated
with the lift part. In the result, the equation is obtained in which the variables are divided

∫ dI
I
=−ταkαα

2
Γ(α)x1−α

∫
dαx− τ1−αk1−α(1−α)2

Γ(1−α)xα

∫
d1−αx.

Integrating the left part, we obtain
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∫ dI
I
= ln(I)− ln(C).

Here C is the integration constant. Integrating the right part by d-operator [3], for
the first term we obtain

−ταkαα
2
Γ(α)x1−α

∫
dαx =−ταkαα2Γ(α)x1−α

α(α)
xα +α

2
Γ(α)x1−αCα(x).

Integrating the second term, we obtain

−τ1−αk1−α(1−α)2
Γ(1−α)xα

∫
dαx =

=−τ1−αk1−α(1−α)2Γ(1−α)x1−α

(1−α)(1−α)
xα +(1−α)2

Γ(1−α)xαC1−α(x).

Here Cα(x) and C1−α(x) are the integration polynomials of the orders α and 1−α,
which are generalization of integration constants within d-analysis [3].

De to the randomness of the second terms, they are equated to zero

α
2
Γ(α)x1−αCα(x) = 0,

(1−α)2
Γ(1−α)xαC1−α(x) = 0.

Finally, for the sum in the right part we obtain

−ταkαα
2
Γ(α)x1−α

∫
dαx =−ταkααx,

−τ1−αk1−α(1−α)2
Γ(1−α)xα

∫
dαx =−τ1−αk1−α(1−α)x.

Equating the both parts, we obtain the solution

ln(I) =−ταkααx− τ1−αk1−α(1−α)x+ ln(C).

Potentiating this expression, we obtain general explicit solution

I =C exp(−{ταkαα + τ1−αk1−α(1−α)}x).

Find a particular solution for Cauchy problem with the initial conditions x0 and
I0 = I(x0). Expressing the integration constant in terms of the initial conditions, we
obtain: C = exp(−{ταkαα + τ1−αk1−α(1−α)}x0 + ln(I0)).

Substituting the value C into the general solution, we find the particular solution for
the defined initial conditions which is the generalization of Bouguer-Lambert-Beer law
for the case of light beam propagation in the medium which is the combination of the
fractal and the conjugate fractal.

I = I0 exp[−{τααkα + τ1−α(1−α)k1−α}(x− x0)]. (3)

Here x− x0 ≥ 0 is the medium thickness through which the photon beam propagates,
α(x− x0) is the fractal effective thickness, and (1−α)(x− x0) is the conjugate fractal
effective thickness for which the equation (x− x0) = α(x− x0)+ (1−α)(x− x0) always
holds.
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In particular, when α = 1, (or α = 0) ), the effective thickness of the fractal (or the
conjugate fractal) becomes equal to zero and the topological coefficient will be τα = 1
(or τ1−α = 1) ) which corresponds to the absence of the fractal (or the conjugate fractal).
In these extreme cases, medium becomes continuous, and the relation (3) transforms
into the classical Bouguer-Lambert-Beer law, I = I0 exp[−k(x− x0)] [1].

In the case, when ταkαα >> τ1−αk1−α(1−α) or ταkαα << τ1−αk1−α(1−α) , beam
attenuation may be neglected in the conjugate fractal or in the fractal. Then the relation
will transfer to the Bouguer-Lambert-Beer law for one homogeneous fractal. Such
approximation is called single-beam approximation [4].

Assume that the fractal consists of one element atoms, and the conjugate fractal
consists of atoms of another element. Suppose that a beam of hard X-radiation with the
wave length of less than one angstrom propagates through the medium in a second. In
this case the inner diffraction may be neglected. Then attenuation coefficients for the
X-radiation propagation through the fractal and the conjugate fractal will be [5]

kα = kα|A(λ )+ kα|S(τ)≈
ηαNA

Aα

(
BαZ4

αλ
3 +

8πe4Zα

3m2c4

)
,

k1−α = k1−α|A(λ )+ k1−α|S(τ)≈
η1−αNA

A1−α

(
B1−αZ4

1−αλ
3 +

8πe4Z1−α

3m2c4

)
.

Here kα|A(λ ) and k1−α|A(λ ) are absorption coefficients associated with the interaction
of X-radiation with the atom shell inner electrons of the fractal and the conjugate fractal
(inner photo effect); kα|S(τ) and k1−α|S(τ) are scattering coefficients for the fractal and
the conjugate fractal material; Bα and B1−α are semi-empirical coefficients depending
on photon wave length and on atom structure of the fractal and the conjugate fractal
material [3]; Zα and Z1−α are nuclear charges of the elements which compose the fractal
and the conjugate fractal; ηα and η1−α are densities of the fractal and the conjugate
fractal material; NA is the Avogadro number; Aα and A1−α are weights of one gamma
atom (atomic weight) of the fractal and the conjugate fractal material; e is the electron
charge; m is the electron mass; is light velocity.

Substituting the obtained expressions for the coefficients kα and k1−α into (2), we
obtain the Bouguer-Lambert-Beer law describing the propagation of the hard X-radiation
through the medium composed of two homogeneous and orthogonal fractals

I = I0 exp
[
−
{

ταα

(
ηαNA

Aα

(
BαZ4

αλ
3 +

8πe4Zα

3m2c4

))
+

+ τ1−α(1−α)
η1−αNA

A1−α

(
B1−αZ4

1−αλ
3 +

8πe4Z1−α

3m2c4

)}
(x− x0)

]
.

For the problem under consideration, it is possible to accept to a high accuracy
τ1−α = τα = 1.
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It has been shown in previous studies that the sparse approximation methods with combined
dictionary and refining have been used for this purpose. The main disadvantage of this
method is its computational expensive. The realization of parallel matching pursuit algorithm
has been considered in this article. It has been shown that using of parallel algorithm speeds
up the processing and enables signal analysis in real time.
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Введение

Acoustic emissions in solid bodies are elastic oscillations generating in the result
of dislocation changes in a medium. Characteristics of the excited pulse radiation are
intermediately associated with the peculiarities of plastic processes that determines the
interest to the investigation of the emission to develop methods for acoustic diagnostics
of a medium. Researches in Kamchatka showed the efficiency of application of acoustic
methods for diagnostics of natural environments on the scales, corresponding to sound
oscillation wavelengths [1],[2]. The relation between intensification of deformation processes
and the behavior of acoustic emission was detected, in particular, during earthquake
preparation [1]-[4].

An acoustic signal consists of a series of relaxation oscillations (geoacoustic pulses)
with shock excitation, amplitude of 0.1 – 1 Pa, duration of not more than 200 ms, filling
frequency of the first units and first tens of kilohertz [2]. Pulse repetition frequency
is determined by rock deformations and may change within a wide range, from single
signals on a time interval of several seconds during calm periods to tens and even
hundreds per a second during anomalies before earthquakes. The most informative pulse
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sections are the front and the beginning of the drop with the duration up to 25 ms and
the signal/noise relation up to 30 times which allow us to determine the direction to a
source; and the filling frequency contains information on its dimensions and dynamics
[2]. Thus, time-frequency analysis of geoacoustic signals is very important for the
investigation of emission sources, and, finally, for the diagnostics of plastic process
features.

Sparse approximation methods

Application of classical methods for time-frequency analysis (Fourier transform,
wavelet-transform, wavelet package and so on) do not give the desired results and
do not allow us to determine the inner structure of acoustic signals. In 2011 application
of sparse approximation methods to analyze and to detect the structure of acoustic
emission signals was suggested at the Laboratory of Acoustic Research of IKIR FEB
RAS [5],[6].

Under the signal approximation, we assume a problem of signal presentation in the
form of a superposition of some function set from a preassigned dictionary (classes of
functions):

f (t) =
N−1
∑

m=0
amgm(t)+RN

‖RN‖→min
,

where f (t) is the investigated signal, gm(t) is the element (atom) of the dictionary D ={
gm(t), ‖gm‖= 1

}
, amare the decomposition coefficients, N is the number of expansion

elements, RN is the approximation error.
Sparse approximation assumes the construction of a signal model containing the

least number of elements, i.e.

f (t) =
N−1
∑

m=0
amgm(t)+RN

‖RN‖→min
‖am‖0→min

,

where ‖·‖0 is the pseudonorm which is equal to the number of nonvanishing terms of a
vector.

As a rule, sparse approximation methods are applied for signal decomposition into
redundant dictionaries (the number of dictionary atoms is much more than the initial
signal dimension) that gives a wide set of tools for the analysis of signal structure.
However, this problem is very complicated for computation, and there is no algorithm
to solve it during polynomial time.

Pursuit algorithms, searching for effective but not optimal approximations, decrease
the computation complexity of the given problem. One of such algorithms is the
matching pursuit [7], [8], suggested by Mallat S. snd Zhang Z. The essence of the
algorithm comes to the irrational process of the search for dictionary elements minimizing
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the approximation error at every step:
R0 f = f
Rn f =

〈
Rn f ,gγn

〉
gγn +Rn+1 f

gγn = arg
[

max
gγi∈D

∣∣〈Rn f ,gγi

〉∣∣] .

The choice of the basic dictionary is the important task and it significantly affects the
approximation quality. The paper [9] suggested applying a combined dictionary which is
composed from:

• scaled, modulated and time shifted Gaussian functions

g(t) = Ae−Bt2
sin(2π f t) ;

• scaled, modulated and time shifted Berlage functions

g(t) = Atne−Bt cos
(

2π f t +
π

2

)
.

It was shown [10] that Berlage functions have the same structure as the geoacoustic
emission (GAE) elementary pulses, that is why, the sections containing a pulse approximate
better. In contrast with that, it is better to apply Gaussian functions for approximation
of noise sections of a signal. Thus, application of a combined dictionary is an optimal
solution for approximation of GAE signals by matching pursuit method [9].

To increase the quality of signal approximation, a modified method of matching
pursuit with refinement was suggested. When the dictionary element, minimizing the
approximation error at this step, is determined, an additional dictionary is constructed in
its vicinity, where the search for the more significant atom for decomposition is carried
out.

The research has shown that application of the modified method of matching pursuit
applying combined dictionaries and the refinement algorithm improves the quality of
approximation and gives the possibility of analysis of GAE signal inner structure [9].
However, the considerable disadvantage of the proposed method is its computation
complexity, the time of signal analysis was tens of times the signal duration.

The most complex procedure of the method is the determination of a covariance
matrix. Assume that there is a signal S with count length L and a dictionary D, composed
of N atoms with count length M. Then the covariance matrix C has the dimension
N× (L+M−1) and is calculated by the formula

i, j =
min( j,1)

∑
k=max(1, j+1−M)

Di,k ·SM− j+k.

The time for matrix computation is more than 90%from the total time of execution
of iteration 1 (Table 1).
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Table 1

Time for computation of a covariance matrix
Signal length
L, counts

Execution time
for iteration 1,
ms

Computation
time for
covariance
matrix, ms

1000 291 274
2500 717 695
5000 1434 1396
10000 2859 2796

To speed up the algorithm, in particular, covariance matrix computation, it is
appropriate to apply methods of parallel computation. Development of a parallel algorithm
implies several stages [4]:

1) decomposition;

2) detection of information dependences;

3) scaling and distribution of sub-problems between the processors.

Decomposition suggests partition of the algorithm or its part into the finite number
of sub-problems. The most complex procedure of the method performs a homogeneous
processing of large volume of data; each element of a covariance matrix is computed
independently from other ones by the same formula. The homogeneous processing of
a large volume of information allows us to use parallelism at data level. Let every
sub-problem calculate one element of the covariance matrix i, j , then the number of
sub-problems k is equal to the number of elements in the matrix C: k = N× (L+M−1).
All the determined sub-problems depend only on initial data and do not depend on each
other that indicates inner parallelism in the considered procedure and total information
independence of sub-problems.

To realize the developed parallel algorithm, it was decided to apply CUDA technology
based on SIMD (Single Instruction stream/Multiple Data stream) conception. CUDA is a
software-hardware platform which is used to organize parallel computations on graphic
processing units (GPU) [3]. The basic notion of CUDA software model is a Thread.
Threads are joint into blocks, and the block, in their turn, are joint into nets. Net and
blocks may be one-, two-, and three-dimensional. The number and dimensionality of net
components are determined by video card class and version. Application of such grouping
allows us to run millions of threads, and it saves the programmer from the necessity of
scaling of computational blocks. If a GPU does not have enough resources, bocks will
be executed sequentially. It is only necessary to define the dimension of the running net.
Let the number of threads nt , running in every block, be equal to 256. This number
gives an optimum relationship of the used memory and delays [13]. Consequently, the
number of blocks nb, required to calculate the covariance matrix, will be determined as
follows: nb = k/256.

To realize the parallel algorithm of the matching pursuit method, MS Visual Studio
2010 programming environment and CUDA 5.0 package were used.
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It should be noted that the major part of the method is executed on the central
processing unit (CPU), but the most complex process of covariance matrix computation
is sent to the video card (GPU), where a net, consisting of nb blocks with nt threads
each, is run. One thread calculates one element of a covariance matrix. After execution
of all the threads from all the blocks, the output matrix C is transferred into CPU
memory, and the algorithm is executed on the central processor again.

Testing of the parallel algorithm operability was carried out on real geoacoustic
signals with sampling frequency of 48 KHz. A notebook with Intel Core i3-2330M
central processor (2.2 GHz) and NVIDIA GeForce 410M video card (48 CUDA cores,
performance 73 Gflops) was used in the experiment. Execution times for standard and
parallel algorithms of the matching pursuit were measured for signal sections of different
lengths and different number of iterations (Table 2).

Table 2

Speedup of signal approximation when
applying parallel algorithm

Iteration
number

Standard
method, ms

Parallel
algorithm,
ms

Speedup,
times

Signal length = 100 counts
1 249 47 5,3
5 1285 235 5,5
10 2391 449 5,3
20 4912 884 5,6
Signal length = 250 counts
1 568 55 10,3
5 2781 279 10
10 5584 557 10
20 11440 1100 10,4
Signal length = 500 counts
1 1135 72 15,8
5 5032 362 13,9
10 10743 721 14,9
20 20580 1404 14,7
Signal length = 1000 counts
1 2307 101 22,8
5 10696 506 21,1
10 19296 1010 19,1
20 41908 2017 20,8

We should note, that the combined dictionary composed of 1040 atoms (640 Berlage
functions and 400 Gaussian functions) was applied. The refinement algorithm for dictionary
atoms was also used; at every algorithm iteration, a distinguished atom was refined five
times.

The developed parallel algorithm of matching pursuit applying the combined dictionary
and refinement algorithms was introduced as a software module of the system for
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automatic detection and analysis of GAE pulses at the Laboratory of Acoustic Research
of IKIR FEB RAS where it showed high speed of operation in comparison to standard
(nonparallel) method. The system was implemented in a PC with Intel(R) Pentium(R)
CPU G2120 (3.10 GHz) and NVIDIA GeForce GTX 760 video card (1152 CUDA cores,
performance 2258 Gflops).

GAE signals in the form of 15-minute wav-files are fed to the input of the system.
The system detects possible pulses from a signal according to a certain algorithm and
transfers them sequentially for the processing by the matching pursuit method. The
obtained pulse decomposition is saved into a file.

Application of a standard (nonparallel) algorithm of matching pursuit allowed us
to process a 15-minute signal with sampling frequency of 48 KHz for 65 minutes on
the average. Implementation of the method parallel algorithm applying the combined
dictionary and the refinement algorithm reduced the time for processing of such files to
50 seconds.

Figure shows an example of application of the matching pursuit parallel method on
a section of acoustic emission signal with the length of 289 counts.

Figure. Analysis of geoacoustic signal applying the parallel algorithm of matching
pursuit method (a – the initial signal, b – the reconstructed signal, c – signal

frequency-time structure)
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Conclusion

Testing on real data showed that application of the parallel algorithm of matching
pursuit method applying the combined dictionary and the refinement algorithm speeded
up significantly the processing of GAE signals. Application of the obtained algorithm
as a system module for automatic detection and analysis of GAE pulses allowed us to
process the data in real time mode.
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The paper is devoted to the comparative analysis of some sparse approximation methods.
The first part of the paper describes general sparse approximation problem and two main
approaches solved it. Classification of testing pursuit algorithm is illustrated. Features of
the methods application to geoacoustic emission signals are considered in the second part.
The sparseness, accuracy and runtime of described pursuit algorithms are compared.
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Introduction

Since 1999, investigation of geoacoustic emission (GAE) signals has been carried
out at different stages of seismic activity at the Institute of Cosmophysical Research and
Radio Wave Propagation (IKIR) FEB RAS. A typical GAE signal is a series of relaxation
pulses with shock excitation, amplitude of 0.1 – 1 Pa, filling frequency from the units
to the first tens of kHz (Fig. 1) [1].

Signal registration is carried out continuously with the sampling frequency of 48
kHz which does not allow manual processing. As a rule, classical methods of frequency-
time analysis are applied for the analysis of pulse nature signals. However, during the
last years, methods of sparse approximation become more popular. The paper compares
sparse approximation algorithms in accuracy, sparseness of the obtained solution and
time of execution on the example of GAE signals.

Lukovenkova Olga Olegovna – Assistent of Dept. Informatics, Vitus Bering Kamchatka State University,
Postgraduate Student, Institute of Cosmophysical Research and Radio Wave Propagation FEB RAS.
©Lukovenkova O.O., 2014.
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Fig. 1. GAE signal

Sparse approximation

Signal approximation is a problem of signal decomposition in some function set
(function dictionary):

f (t) =
N−1

∑
m=0

amgm(t)+RN ,‖RN‖→min,

where f (t) is the signal under the investigation, gm(t) is the element (atom) of the
dictionary D =

{
gm(t), ‖gm‖= 1

}
, am – are the decomposition coefficients, N is the

number of decomposition elements, RN is the approximation error.
Sparse approximation assumes building of a signal model, containing the least

number of elements, i.e.

f (t) =
N−1

∑
m=0

amgm(t)+RN ,‖RN‖→min,‖a‖0→min,

where ‖·‖0 is the pseudonorm (L0-norm), equal to the number of nonvanishing terms of
a vector.

One of the main advantages of sparse approximation is the possibility to build signal
decomposition simultaneously containing the least number of elements and minimizing
the error in redundant unorthogonal dictionary, in general case. A redundant dictionary
contains the number of atoms which significantly exceeds the dimensionality of the initial
signal. However, such type of problems of search for an optimum basis of decomposition
is very complicated for computation and may not be solved for the polynomial time.
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There are two different approaches to the sparse approximation of signals. The both
make the computation of the given problem not so complicated and find an effective but
not an optimum solution:

1) Basis Pursuit (BP). The essence of this approach, suggested by Chen S.S. and Donoho
D.L. [2], comes to the change of the computationally complicated problem of L0-
approximation by an easier problem of L1-approximation.

D ·a = f ,‖a‖1→min,

where

‖a‖1 =
N−1

∑
m=0
|am|.

Minimization of L1-norm eliminates energy f dissipation in dictionary D atoms, thus,
reducing the number of elements of the desired decomposition.

The basis pursuit problem may be simplified by the change of L1-norm minimization
by its limitation [2].

f (t) =
N−1

∑
m=0

amgm(t)+RN ,‖RN‖→min,‖a‖1 < λ .

We should note that basis pursuit is an optimization principle rather than a concrete
algorithm for solution of a problem. The basis pursuit problem may be solved by the
reduction to the problem of linear programming [2] or by one of optimization methods
[3],[4] refining the given initial approximation at each iteration.

1) Matching Pursuit (MP) was suggested by Mallat S. and Zhang Z. [5]. The essence
of the algorithm comes to the iterative process of search for dictionary elements
minimizing the approximation error at every step.


R0 f = f

s = arg
[
min

m

∣∣〈gm,RN f
〉∣∣]

RN+1 f = RN f −
〈
gs,RN f

〉
gs

.

On the basis of the matching pursuit method, an orthogonal matching pursuit (OMP)
method was developed. The main difference of it from the classical realization is the
orthogonal basis, minimizing the approximation error [6].

R0 f = f , U = /0

s = arg
[

min
m/∈U

∣∣〈gm,RN f
〉∣∣]

U =U ∪ s
aN = D+

U f
RN+1 f = f −D ·aN

.

Classification of approximation algorithms for signals, tested on GAE signals, is
illustrated in Fig. 2.
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Fig. 2. Classification of signal approximation algorithms

Comparison of sparse approximation methods on GAE signals

To compare the algorithms of sparse approximation, a sample was formed which
contained 100 clear pulses, distinguished from GAE signals, with the amplitude of 0.02
– 0.05 Pa, filling frequency of 5-10 kHz (Fig. 3), and duration of 8 ms. Preliminary
processing of signals included filtration in the frequency range of 1-24 kHz and amplitude
normalizing.

Fig. 3. Spectrum of the chosen pulses

Choice of the dictionary D is an important problem which determines the quality
of further analysis. The previous papers showed that the most effective dictionary
for geoacoustic signal approximation is the dictionary formed from Berlage modulated
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functions, since Berlage pulses have similar structure with geoacoustic emission elementa-
ry pulses [7]-[9]. In the course of the experiments, a dictionary was chosen which gave
an appropriate accuracy of approximation. The dictionary, applied in the experiment,
contained 2460 Berlage functions with the following parameters: duration of 3.8 ms,
envelope maximum at 152 – 0.95 ms from the pulse beginning, filling sinusoid frequency
from 4,5 to 10,5 kHz (Fig. 4).

Fig. 4. Examples of dictionary atoms

For each signal under the investigation, a classical approximation (all dictionary
atoms were included into signal decomposition) was constructed obtained by solving
the L2-optimization problem. In the result of the analysis of the obtained decomposition
coefficient vectors, it was determined that in every of the 100 solutions, all the 2460
coefficients were nonvanishing. However, in average, only 991 coefficients in the decompo-
sition had values exceeding 1% from the maximum, and only 294 coefficients exceeded
the threshold of 5% (Fig. 5).

Fig. 5. Results of L2-optimization

74



Comparison of the sparse approximation methods . . . ISSN 2313-0156

Thus, the correlation of more than a half of the dictionary atoms with the signal
was insignificant, so the obtained decomposition was redundant. Redundancy of the
presentation may be avoided if sparse approximation of the given data is executed on
the defined dictionary.

Applying the sparse approximation method, one should remember, that in comparison
to matching pursuit, it is impossible in the basis pursuit algorithms to define the exact
limitation on L0-norm of the desired coefficient vector and sparseness degree is regulated
by a control parameter µ, the higher its value is, the less is the L0-norm of decomposition
coefficients and larger the error [4].

µ ‖a‖1 +
1
2

∥∥RN f
∥∥2→min .

The choice of the proper values for the control parameter and algorithm step, which
ensure the required relation «sparseness-error», is a complicated problem solved only by
experimental selection (Fig. 6).

Fig. 6. Influence of parameter µ on the solution of basis pursuit problem

In most of the matching pursuit algorithms, except for StOMP and SWOMP, L0-
norm of coefficient vectors either depends on the number of iterations (it coincide in the
case with MP and OMP) or is directly indicated as an input parameter of the algorithm
(CoSaMP) that is more convenient for the researcher, if the priority is given to the
solution sparseness.

Fig. 7 shows the graphs of the dependence for average approximation error of
the investigated signals on the mean value of coefficient vector L0-norm for different
algorithms of sparse approximation. The values 0.5 and 0.7 were experimentally selected
as the control parameters µ for basis pursuit algorithms. They gave the proper error
level and solution sparseness. TwIST pursuit algorithm is applied for the dictionaries
satisfying the condition 0 < k≤ λmin(DT D)≤ 1 , for the defined dictionary λmin(DT D)< 0
, so this algorithm was excluded from the list of tested ones.

From the graphs in Fig. 7(а) and 7(b), the differences in the dynamics of error
decrease for matching and basis pursuit methods are clear. In the first case, the error
gradually decreases with the increase of the number of decomposition elements, in the
second case it decreases with the decrease of element number.

If every algorithm is presented as an ellipse with semiaxes, corresponding to confidence
intervals of resultant L0-norm and error average values, then the efficiency of application
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Fig. 7. Dependence of error decrease on solution sparseness

of the algorithm for the investigated signals and the defined dictionary may be evaluated
by the arrangement of this ellipse on the coordinate plate (Fig. 8).

Fig. 8. The relation «sparseness-error» for sparse approximation algorithms
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Table shows the time for execution of 20 algorithm iterations, sparseness and error
averaged for 100 pulses. The computations were carried out on a PC with the following
characteristics: Intel Core i5-3210M processor (2.50 GHz), main memory size 4 Gb.

Table

Pursuit algorithm characteristics

Method Execution time for 20 iter., sec Res. L0 Res. error
OMP 0.8644 15 20%
MP 0.7927 15 21%
gOMP (rOMP) time depends on the parameters

10 it. with 2 atoms: 0.4693 (0.5191)
4 it. with 5 atoms 0.2423 (0.2832)
2 it. with 10 atoms: 0.1651 (0.2119)

15 23%

FISTA (µ=0.5) 1.3582 16 29%
SWOMP (95%) 0.9770 26 21%
CoSaMP 0.1310 15 32%
FISTA (µ=0.7) 1.3582 12 33%
CGIST0 (µ=0.7) 15.6585 17 33%
CGIST (µ=0.5) 27.8995 30 29%
CGIST0 (µ=0.5) 15.6585 31 30%
IST (µ=0.7) 1.3509 27 35%
IST (µ=0.5) 1.3509 38 30%
SWOMP (80%) 2.0469 146 20%
StOMP (α=4) 1.3351 168 13%

According to the graph, shown in Fig. 8, and Table data, MP, OMP, gOMP matching
pursuit methods are the most effective for the relation «sparseness-error». In the course
of testing of rOMP, it was determined that for the investigated signals, a set of atoms,
chosen for each iteration, is already regular, so approximation solutions, obtained by
rOMP and gOMP, are identical. From the basis pursuit methods, FISTA gave the best
results. Comparison of execution times for the algorithms showed that matching pursuit
algorithms are faster than the basis pursuit ones, as long as, in practice, 15-20 iterations
of matching pursuit algorithms and 50-70 iterations of basic pursuit algorithms are
needed to achieve an optimum result.

Conclusion

In the result of the study, we may conclude that the solutions obtained by matching
pursuit algorithms, MP, OMP, and gOMP, have better sparseness and higher accuracy in
comparison to the solutions obtained by other considered algorithms. The algorithms are
less complicated and, consequently, their application in GAE signal analysis is reasonable
and effective. The choice between the three algorithms is determined by the requirements
of a researcher: the fastest one is gOMP, the most accurate one is OMP, MP is the
«golden mean».
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OF LEARNING NEURAL KOHONEN MAPS FOR

RECOGNITION OF PERTURBATIONS GEOACOUSTIC
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This work is dedicated to technique of training Kohonen maps on the example of geoacoustical
signal in the subrange 1500-6000 Hz. Describes the parameters of learning the Kohonen
maps to classify anomalies in geoacoustical signal on different types.

Key words: geoacoustical emission, geoacoustic signal, disturbance, neural Kohonen
maps, learning

Introduction

Scientists from many countries have studied natural catastrophic phenomena for
many years. One of the main aims of these researches is the forecast of such events,
which would help to reduce human and economic losses. Science predicts hurricanes,
floods and other disasters, and only earthquakes are unpredictable, killing people at
home where they feel the most safe [1]. Though earthquakes occur suddenly, it has been
scientifically proved that it takes some finite time to accumulate energy in a source for
rock breaking [2],[3].

One of the perspective directions of investigations to detect anomalies preceding
the earthquakes is registration and analysis of geoacoustic emission disturbances. This
phenomenon is determined by deformation processes from the sources of future earthquak-
es. Investigations of geoacoutstic emission are carried out by hydrophones oriented
according to the cardinal points and installed in small reservoirs in Kamchatka [4], [5].
The frequency range under study is from 0.1 Hz to 10 kHz (the subranges are: 0.1–10
Hz, 10–50 Hz, 50–200 Hz, 200–700 Hz, 700–1500 Hz, 1500–6000 Hz, 6000–10000
Hz). Signals are stored for every 4 seconds on a PC hard disc. Data analysis showed that
for the period 2001-2003, 34 from 74 earthquakes with the magnitude M>4, occurred

Shadrin Alexander Vitalyevich – Junior Researcher of Lab. Acoucstic Research, Institute of
Cosmophysical Research and Radio Wave Propagation FEB RAS.
©Shadrin A.V., 2014.
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at the epicentral distance up to 250 km from observation points, were preceded by a
high increase of geoacoustic emission level in kilohertz range within a day [4], [5].

It was ascertained that emission disturbance amplitude depends on earthquake magni-
tude and epicenter location. Besides the disturbances of geoacoustic nature, the systems
register signals determined by bad weather conditions, by precipitation and strong wind,
first of all. The frequency range of such effects is also from hundreds of hertz to units
of kilohertz, and it is close to the range of disturbances before earthquakes. For the
more detailed investigation of geoacoustic emission behavior before seismic events and
for its recognition at the background of weather anomalies, there was a necessity to
classify signals into the main types: rain, wind, anomalies of deformation nature. Due
to the peculiarities of signal registration, application of standard frequency methods for
processing is not effective. For this reason, the author applied one of neural network
variants, Kohonen maps, the bases of which are data classification and clusterization.

The paper considers a method for Kohonen maps training on the example of a
geoacoustic signal, and describes the techniques to solve the problems which arose
during the training. To test the method, the subrange of 1500-6000 Hz was taken, since
all the major events which need to be classified appear there the most clearly. Network
training was carried out on the signal for 2007. The criteria, determining the choice,
were the following: starting the operation of the digital system for data registration in
this year, and high activity of the signal.

Choice of initial parameters for network training

At the first stage, the training sample was formed from elementary effects of
anomalies of different nature with the duration of 80 sec (20 stored for 4 s samples).
Then the network was trained by MATLAB program. There are no recommendations
how to train Kohonen maps, thus, default training parameters suggested by the program
were used. The dimensionality of the network was chosen to be two-dimensional.

Fig. 1. Neuron distribution of events applying the recommended parameters for network
training
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After network training, neuron distribution of events was studied, which showed that
the network distributed events evenly but could not classify anomalies of different types
by separate neurons. It is clear that the same number of responses for signals of different
types fall on the same neurons (Fig. 1).

Method for improvement of training efficiency of Kohonen maps

After having analyzed the neural network functioning, a method was developed
allowing us to train the network and to separate the signal into different classes.

Due to the large dimensionality of the training sample, the following algorithm
for data choice was used. Signal mathematical expectation (ME), its root-mean square
deviation (RSD), and their relation to each other were calculated. Only signals which
had a unique relation of ME and RSD fitted the training sample. In connection with
the fact that it is impossible to determine the definite dependence of network neuron on
the type of input signal, every neuron of the network was presented in the form of a
ratio of anomaly distribution falling on it. It is considered on the example of estimation
of disturbance distributions. Five responses of deformation nature anomalies, 1 response
from wind, and 0 responses from rain fall on neuron 1. Processing the result, the
estimation is be presented in the following form: 1 anomaly of deformation nature, 0
anomalies from wind, and 0 anomalies from rain. If event distribution on a neuron is
even (5 responses of deformation nature anomalies, 5 from wind, and 5 from rain), the
estimation is 0.3 0.3 0.3. If two events have the same number of responses, then 0.5
0.5 0 or 0 0.5 0.5 or 0.5 0 0.5. It is necessary to choose the network parameters so,
that after the network training, the number of neurons with the result 0.3 0.3 0.3 is
minimal, and with 0 0 1, 0 1 0 and 1 0 0 is maximal.

During the network training, it is very important to choose the appropriate number
of training epochs that prevents from the lack of training and retraining of the map.
There is a set of tools in MATLAB system allowing us to monitor the process of
network training. One of them is the graphic representation of arrangement of network
weight coefficients in vector space of the training sample during network training.
Unfortunately, the tools allow us to see how the trained network covers the input data
in space only on two first coordinates. The network frequently covers the whole data
cloud unevenly, it is vary clear and noticeable. The training epoch, for which weight
coefficients «covered» the input data, is taken as the datum point. Fig. 2 shows the
uneven change of the arrangement of map weight coefficients.

After the network training, the total number of neuron responses for deformation
nature anomalies is estimated. The network is trained with the step increase of epoch
number relative to the datum point so long as the maximal number of neuron responses
reaches the maximal level and stops growing. If we continue to increase the number of
epochs further, the total number of responses will begin to decrease, and the network
becomes retrained, as the consequence.

There may be a situation, when a network with the same number of responses but
with different number of training epochs may be obtained. To evaluate the quality of
the network, methods for estimation of neural networks, suggested in [6]-[8], may be
used. It is qualitative (average quantization error) and quantitative (topographic error)
assessment. The qualitative assessment shows the capability of a neural network to
reveal the hidden structure and to cluster the data. Such assessment may be applied as
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Fig. 2. Uneven change of arrangement of map weight coefficients at different stages of
training. Small dots indicate the training sample; large dots, connected by lines,
indicate weight coefficients

a map resolution measure. The average quantization error is estimated according to the
formula:

eq =
1
N

N

∑
i=1

d(X ,Ww),

where N is the total number of input vectors, participating in the assessment of the
map; X is the current vector from the input sample; Ww is the vector of neuron winner
weights on the current input effect.

The quantitative assessment determines the uninterrupted reflections of input vectors
on the map space [6]-[8]. It measures the proportion of all data vectors, for which the
first and the second neuron winners are non-adjacent. The less this error is, the better
the map keeps its topology. The topographic error is estimated as follows

et =
1
N

N

∑
i=1

u(X),

where X is the current vector from the input sample; u(X) is the function, possessing
the value 0 if the first and the second neuron winners of the network are adjacent, and
1 in the contrary case.

Training results

After training the network with best characteristics, neuron distribution of events was
re-investigated. It showed that the network could classify the larger part of anomalies
of different types by separate neurons (Fig. 3).
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Fig. 3. Neuron distribution of events applying the best parameters of network training

Having chosen the network with best characteristics, the signal for 2007 was
analyzed. The obtained assessment of the network was compared with earthquake
catalogue [9]. After the comparison, the accuracy of network classification was estimated
(Table)

Table

Percentage of signals for 2007 classified correctly
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Deformation nature anomalies 35 10 4 7 1 4 3 3 4 12 17
Weather anomalies 92 94 96 97 99 98 98 98 98 96 91

As it is clear from the table that the network handled well weather anomalies, and
poorly the deformation nature anomalies. It is due to the fact that a great many of
anomalies are similar in properties with the signal determined by weather anomalies.
For this reason, to improve the recognition results, it is necessary to make additional
study on the improvement of network training. Moreover, many experiments showed
that it is necessary to perform complex analysis of all the signal subranges to achieve
more exact results.
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Conclusions

Thus, the developed method allows us to apply Kohonen maps to classify weather
anomalies in geoacoustic signal. To improve the accuracy of recognition of deformation
nature anomalies, additional investigations are required.
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